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Abstract. This paper presents a study on the optimal setup
for discharge assimilation within a spatially distributed hy-
drological model. The Ensemble Kalman filter (EnKF) is em-
ployed to update the grid-based distributed states of such an
hourly spatially distributed version of the HBV-96 model. By
using a physically based model for the routing, the time de-
lay and attenuation are modelled more realistically. The dis-
charge and states at a given time step are assumed to be de-
pendent on the previous time step only (Markov property).

Synthetic and real world experiments are carried out for
the Upper Ourthe (1600 km2), a relatively quickly respond-
ing catchment in the Belgian Ardennes. We assess the impact
on the forecasted discharge of (1) various sets of the spatially
distributed discharge gauges and (2) the filtering frequency.
The results show that the hydrological forecast at the catch-
ment outlet is improved by assimilating interior gauges. This
augmentation of the observation vector improves the forecast
more than increasing the updating frequency. In terms of the
model states, the EnKF procedure is found to mainly change
the pdfs of the two routing model storages, even when the
uncertainty in the discharge simulations is smaller than the
defined observation uncertainty.

1 Introduction

Accurate and reliable hydrological forecasts have been
a challenge in applied hydrology for decades. Better

forecasts can be obtained through data assimilation (DA)
by merging observations with model simulations (Reichle,
2008). This approach basically updates the model states
with externally measured variables (Pauwels and De Lan-
noy, 2006) to obtain correct initial conditions for the next
time step. Currently, most operational hydrological forecast-
ing systems employ lumped hydrological models (with de-
terministic or manual state updating), but there is a clear ten-
dency to move towards distributed models combined with
hydrological ensemble forecasts, (e.g.Koren et al., 2004;
Cole and Moore, 2009; Weerts et al., 2012). The main ad-
vantage of spatially distributed models is the possibility to
force them with spatially measured data, which nowadays
become more readily available due to rapid developments
in telemetry. Distributed model states also resemble the real
world observations (e.g., groundwater levels, soil moisture,
discharge) at the interior of the catchment more closely than
lumped states over the whole catchment. Another advantage
of applying distributed models is the ability to simulate and
predict hydrological variables at interior locations within the
catchment. Techniques on how to perform ensemble data as-
similation using these models in real-time settings should be
developed and tested (Weerts et al., 2012; Liu et al., 2012).

Data assimilation methods used in hydrology can be di-
vided into two classes: (1) sequential and (2) variational (e.g.
Liu and Gupta, 2007). Sequential methods are mostly em-
ployed for state updating in hydrological models by assim-
ilating observations for each time step when they become
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available. Its impact depends on the uncertainties in both
the observations and model states. Variational methods rather
minimise a cost function over a simulation time window. At
the beginning, a first-guess model is constructed, which is af-
terwards updated by creating an adjoint model which propa-
gates backwards in time and incorporates the mismatch be-
tween the model and observations (Liu and Gupta, 2007).

A popular method often used in both meteorological
and hydrological forecasting is the Ensemble Kalman Filter
(EnKF) (Evensen, 1994, 2003, 2009). This sequential data
assimilation method is an extension of the classical Kalman
filter (KF), which was originally developed for linear sys-
tems (Kalman, 1960). The EnKF propagates an ensemble of
model realisations through time and estimates the error co-
variance matrix from the ensemble statistics. The advantage
of the EnKF to other data assimilation methods is compu-
tational efficiency, and easy and straightforward implemen-
tation within a data assimilation procedure for both lumped
and distributed models (Pauwels and De Lannoy, 2009).

Discharge measurements are the most widely used in situ
hydrological observations for model updating, since they re-
flect the local catchment wetness conditions and are often
available at high temporal resolution (Pauwels and De Lan-
noy, 2006; Teuling et al., 2010), which is necessary for op-
erational hydrological forecasting. Comprehensive analyses
of discharge data assimilation into spatially lumped hydro-
logical models was carried out by e.g.,Pauwels and De Lan-
noy (2006); Weerts and El Serafy(2006); Pauwels and De
Lannoy(2009). Among others,Aubert et al.(2003) andLee
et al.(2011) assimilated, in addition to discharges, in situ soil
moisture measurements.Lee et al.(2012) analysed the sen-
sitivity of variational data assimilation methods for multiple
spatiotemporal adjustment scales, namely assessing (1) dif-
ferent spatial distributions of model states and (2) temporal
resolution of biases in precipitation and potential evapora-
tion. Furthermore, the water level is an example of an in situ
state variable, which can also be assimilated into a hydrody-
namical model (e.g.Madsen and Skotner, 2005; Neal et al.,
2007; Weerts et al., 2010). Additionally, temperature obser-
vations play an important role in real-time operational fore-
casting systems, especially in regions with significant snow
melt (e.g.Verbunt et al., 2007; Sene, 2008).

Although the assimilation of remotely sensed data into
operational hydrological models can improve model perfor-
mance, this task is complicated, because remotely sensed
data usually have a higher uncertainty than other in situ mea-
surements (Pauwels and De Lannoy, 2009). Nevertheless,
several studies focus on assimilation of remotely sensed data
into hydrological models, e.g., soil moisture (Pauwels et al.,
2001, 2002; Moradkhani, 2008) and snow (Slater and Clark,
2006; Thirel et al., 2011). Remotely sensed water levels were
assimilated into a hydraulic model byGiustarini et al.(2011).

So far, few studies have reported on data assimilation
within spatially distributed hydrological models, both from
a scientific and from an operational perspective.Clark et al.

(2008) assimilated discharges using the adjusted EnKF for
a real world case only. However, their approach was not
tested and evaluated in a synthetic experiment, which would
help to understand the behaviour of the simulated and up-
dated probability density function (pdf) of the model states.
Another EnKF study, byBlöschl et al.(2008), applied dis-
charge assimilation into a real-time grid-based operational
flash flood forecasting model. AsBlöschl et al.(2008) did not
elaborate on the importance of individual discharge gauges
in the interior of the catchment, this remains an interesting
question to address. However, more recently the positive ef-
fect of interior discharge gauges on hydrological forecast was
described byLee et al.(2011), who assimilated both dis-
charge and/or in situ soil moisture data using the variational
method.

From an operational point of view, it is also desirable to
optimise the telemetry system, which delivers the observa-
tions to the forecaster. One of the interesting aspects is the
frequency at which the observations become available. In
most of the currently operational large-scale flood forecast-
ing systems, it is typical to separate the forecast process into
a state (i.e., carry-over or update) run, which is normally
run once a day, and forecast runs which are run more fre-
quently. The frequency of the state run is very much dictated
by the frequency at which observed data becomes available
(i.e., frequency of polling of the telemetry system). Hence,
it is interesting to test the optimal updating frequency at
which the hydrological data are assimilated into the forecast-
ing model to obtain the most accurate forecast.

The objective of this study is to analyse the sensitivity of
the DA procedure to the number and the locations of dis-
charge gauges, which are assimilated into a grid-based dis-
tributed operational hydrological forecasting model using the
EnKF. The optimal updating frequency will be addressed
as well.

The focus here lies mainly on the state run part of the fore-
cast chain and, therefore, we leave out the meteorological
forecasts and error modelling of the meteorological forecast,
which is a research topic on its own (e.g.Germann et al.,
2009). Using this approach, we disregard the large uncertain-
ties in the meteorological forecasts and we can focus entirely
on the uncertainty in the initial model states.

2 Material and methods

2.1 Catchment description and data availability

The hydrological simulations are carried out for the Up-
per Ourthe catchment, upstream of Tabreux (Fig.1b), which
drains an area of about 1600 km2 (Berne et al., 2005). This
catchment forms a tributary of the Meuse River basin, orig-
inating in the hilly parts of the Belgian Ardennes. The cli-
matic conditions can be classified as rain-fed with irregular
snow in winter and the runoff regime is highly variable with
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Table 1.Catchment response time between the catchment averaged
rainfall centroid and the discharge peak.

Discharge gaugea: 1 2 3 4 5 6
Upstream area [km2]: 1620 1225 959 743 318 387
Time to peak [h]: 31 26 21 13 11 11

a Location of discharge gauges is indicated in Fig.1b.

low summer discharges and high winter discharges (Leander
et al., 2005). Relatively shallow soils in combination with
significant elevation differences result in a quickly respond-
ing catchment. As such, the whole region represents a sig-
nificant flood risk to the Netherlands (de Wit, 2008). Table1
presents the catchment response time of the Upper Ourthe,
which is defined as the time between the event-based catch-
ment averaged rainfall centroid and the discharge peak for
individual discharge gauges. The catchment response time is
about 30 h at Tabreux and about 11 h at the two most up-
stream gauges (Mabompre and Ortho). This indicates that it
takes about 20 h of travel time within the main channel be-
tween the two upstream gauges and the catchment outlet.

Hourly precipitation data are available from 42 automatic
rain gauges situated within the Belgian Ardennes region,
from which 10 are located inside the Upper Ourthe catch-
ment (Hazenberg et al., 2011). Discharge is measured at six
different points at an hourly resolution. Next to that, tempera-
ture is obtained from the Saint Hubert meteorological station
(Fig. 1b). The long-term mean monthly values of potential
evapotranspiration are assumed identical to those of the op-
erational lumped HBV-96 model, derived from the St. Mihiel
station in North-Eastern France.

2.2 Generation of a spatially distributed
precipitation ensemble

A precipitation ensemble, a finite and discrete number of spa-
tial realisations over time, represents the uncertainty associ-
ated with temporal as well as spatial variation of precipita-
tion. This probabilistic input enables hydrologists to evaluate
more critically hydrological simulations and/or predictions.
In the current paper, we employed a time-dependent multi-
variate spatial conditional simulation method (Rakovec et al.,
2012), which is further made conditional on preceding sim-
ulations. This method identifies, at an hourly time step, tem-
porally coherent errors in spatial precipitation fields that are
plausible from a hydro-meteorological perspective. Neglect-
ing this temporal aspect could lead to underestimation of the
overall uncertainty in the precipitation ensemble.

The theory of conditional (sequential Gaussian) simula-
tions is fully explained byGoovaerts(1997). For a detailed
description of this time-dependent simulation method us-
ing the gstat R package (Pebesma, 2004; Rossiter, 2007; R
Development Core Team, 2011) we refer toRakovec et al.
(2012), who carried out a synthetic experiment and analysed

three real rainfall events during winter 2002/2003 within the
Belgian Ardennes. Altogether, 27 rain gauges were used to
simulate 64 ensemble members over a 100km× 100km do-
main with a 10km× 10km raster resolution (see Fig.1b). In
the current study, we made the simulation of each realisation
conditional on 3 h of the corresponding previously simulated
realisation, which is a recommendation following from the
results obtained byRakovec et al.(2012).

2.3 Hydrological model

Currently, a spatially lumped HBV-96 model (Lindström
et al., 1997) is used operationally by the Dutch authori-
ties for flood forecasting of the Meuse River basin at and
downstream of Sint Pieter at an hourly time step (Driessen
et al., 2010). The Meuse River basin upstream of Sint Pieter
(∼ 21 000 km2), the entrance point into the Netherlands, is
conceptualised into 15 lumped HBV-96 sub-catchments of
which the Upper Ourthe is one (Fig.1a). The models for
the Meuse River sub-catchments were calibrated for the pe-
riod 1970–1984 and validated for the period 1985–1996 at
a daily time step byBooij (2002). The precipitation inputs
for the original HBV-96 models were derived from 39 rain
gauges, of which only one station was located within the Up-
per Ourthe catchment. For operational purposes, the hourly
HBV-96 models were derived and re-calibrated based on the
work of Booij (2002) by van Deursen(2004). A comparison
of daily and hourly model versions was carried out byWeerts
(2007). Currently, the operational forecasts derived with the
lumped hourly HBV-96 models are used as lateral inflows
into a 1D-hydrodynamic model of the Meuse River. This
lumped model does not employ sequential state updating,
but is updated with discharge observations by means of
an automated auto-regressive moving average error correc-
tion method (Broersen and Weerts, 2005).

For this study, we have developed a grid-based spatially
distributed HBV-96 based model within PCRaster, a software
environment for constructing iterative spatiotemporal envi-
ronmental models (Karssenberg et al., 2009; PCraster, 2012).
Such a grid-based approach is a popular concept in applied
hydrology (e.g.Koren et al., 2004; Blöschl et al., 2008; Cole
and Moore, 2009; Thielen et al., 2009). For each 1 km× 1 km
grid cell of the Upper Ourthe the HBV-96 model was imple-
mented and is used as a benchmark case. Both model param-
eters and structure are taken identical to the lumped HBV-96
version used operationally except for the discharge routing,
for which a kinematic wave model (Chow et al., 1988; PCras-
ter, 2012) is used. This is only the first step forward by taking
full advantage of distributed models, which would allow us
to define spatially variable model parameters. However, that
is beyond the scope of the current study.

The structure of the model used in this study is shown in
Fig. 2. For each grid cell the model considers four model
states: (1) snow (SN), (2) soil moisture (SM), (3) upper
zone storage (UZ) and (4) lower zone storage (LZ). The

www.hydrol-earth-syst-sci.net/16/3435/2012/ Hydrol. Earth Syst. Sci., 16, 3435–3449, 2012



3438 O. Rakovec et al.: State updating of a distributed hydrological model with EnKF

Easting [km]

 N
or

th
in

g 
[k

m
]

●
OU

AM

VE

6 5

4
3

2
1

Easting [km]

N
or

th
in

g 
[k

m
]

660 680 700 720 740

5540

5560

5580

5600

5620

0

100

200

300

400

500

600

700

   Altitude

[m. a.m.s.l.]

 b)

Fig. 1. (a)The Meuse River basin upstream of Sint Pieter, the entrance point into the Netherlands, and its 15 sub-catchments (grey polygons)
including the Upper Ourthe (black polygon).(b) Topographic map of the Upper Ourthe (OU, white line) including the river network (black
lines), rain gauges (plusses), six river gauges (triangles and labelled with numbers: 1 = Tabreux, 2 = Durbuy, 3 = Hotton, 4 = Nisramont,
5 = Mabompre, 6 = Ortho) and the climatological station in Saint Hubert (circle). For completeness, two neighbouring sub-catchments
Ambleve (AM) and Vesdre (VE) are shown, however, they were not analysed in this study. The grey grid shows the 10 km× 10 km pixel
resolution of the rainfall generator, which will be further explained in Section2.2. Projection is in the Universal Transverse Mercator (UTM)
31N coordinate system. AfterHazenberg et al.(2011).
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Fig. 2. Left: Catchment discretisation using a grid-based approach including the channel delineation. Arrows indicate flow direction. Right:
Schematic structure of the HBV-96 model for each grid cell. Model states are in bold and model fluxes in italics.

dynamics of the model states are governed by the follow-
ing model fluxes: rainfall, snowfall, snowmelt, actual evap-
oration, seepage, capillary rise, direct runoff, percolation,
quick flow and base flow. The latter two fluxes force the
kinematic wave model. This routing scheme calculates the
overland flow using two additional model states, the wa-
ter level (H) and discharge accumulation over the drainage
network (Q). In this study, we use a very similar routing
setup as the one applied within the distributed hydrological
CQ-flow model (Schellekens, 2006). The main drainage net-
work is obtained using the 8-direction steepest descent al-
gorithm based on a digital elevation model with a grid res-
olution of 1 km× 1 km. Afterwards, the catchment is split

between the channel and non-channel grid cells. The chan-
nel network is defined for the cells with Strahler stream or-
der (Strahler, 1964) greater than 3. As such, only the ma-
jor tributaries of the Upper Ourthe are identified, which cor-
responds well to the channel network derived from a topo-
graphic map (for comparison, see Figs.1b and4). A chan-
nel width is assigned based on a field survey andGoogle
maps(2011) according to the Strahler stream order num-
ber, as shown in Table2. Google orthophoto maps (satellite
images) were used for rough visual estimates to obtain in-
formation on the channel widths of corresponding Strahler
stream order numbers. For the non-channel cells, the chan-
nel width remains equal to the grid cell width, because the
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Table 2.The channel width corresponding to Strahler stream order
number

Strahler Channel
order stream width

number [m]

6 20
5 15
4 10

water is routed from these cells by means of sheet flow on
top of the whole grid cell. By making the width of the non-
channel cells very large, we are able to decrease the hydraulic
gradient of the water in the “channel” of these non-channel
cells and, therefore, increase the response time of these rather
slow responding cells. The channel width is then used to de-
rive the water level, which defines, together with the local
topography gradient, the gravity force, which is a driver for
the river flow. Channel roughness coefficients were estimated
by a sensitivity analysis.

To demonstrate that the implemented spatially distributed
version is able to produce reasonable hydrological discharge
simulations using the aforementioned precipitation ensem-
ble generator, Fig.3 shows the observed discharge and both
the spatially lumped and distributed HBV-96 discharge sim-
ulations at Tabreux. A clear consistency can be observed
between both HBV-96 simulations for the 5 month period
(15 August 2002–15 January 2003), which will be further
used in this study. The Nash-Sutcliffe (NS) model efficiency
coefficient (Nash and Sutcliffe, 1970) between both HBV-
96 simulations is about 0.99, which gives strong evidence of
model similarity. Moreover, the NSs between the observed
and the ensemble of discharges using the grid-based ver-
sion of HBV-96 are between 0.92 and 0.96 and the root-
mean-square error (RMSE) ranges between 9 and 12 m3s−1

(Fig.3). The NS between the observed and the simulated dis-
charge using the lumped HBV-96 is about 0.96 as well. For
completeness, additional statistics are summarised in Fig.3.
Even though the grid-based HBV-96 model was not recali-
brated, the model performs very well at the scale of the Upper
Ourthe catchment.

2.4 Ensemble Kalman filter

The Ensemble Kalman filter (Evensen, 2003, 2009; Weerts
and El Serafy, 2006) is a recursive Bayesian estimation
method, which estimates the true probability density func-
tion of the model states conditioned on observations. Let us
denote a dynamic state space system as:

xk = f (xk−1,θ ,uk−1) + ωk ωk ∼ N(0,S) , (1)

wherexk is a state vector at timek, f is an operator express-
ing the model state transition from time stepk − 1 to k in
response to the model inputuk−1 and time-invariant model

parametersθ . So f is, in fact, the hydrological model.ωk

stands for system noise, normally distributed with zero mean
and covarianceS. This additive system noise incorporates
the overall uncertainties in model structure, parameters and
model inputs. One can expect some spatial patterns of model
errors to be found in the covariance matrixS. However, quan-
tification of S for highly nonlinear hydrological systems is
a complicated task and, therefore, we keep it time-invariant.

The observation process is governed by Eq. (2):

yk = Hxk + νk νk ∼ N(0,Rk), (2)

whereyk is an observation vector derived from the model
statexk and the model parameters through theH operator
(in our case the kinematic wave model).νk stands for addi-
tive observational noise, normally distributed with zero mean
and covarianceRk. For independent measurement errors be-
tween the observations in vectoryk, we can assumeRk to be
a diagonal matrix. As such, this simplification does not con-
sider any dependency in model simulations for observation
points located close to each other.

The idea of recursive Bayesian estimation is to construct
a conditional densityp for an ensemble of the statexk

given all available information up to and including the step
k: p(xk|Y k), whereY k = (y1,y2, . . . ,yk). This can be ob-
tained using the Bayesian rules in two steps: forecast and
update.

After the update of model states at timek−1, the hydrolog-
ical model is used to forecast model states at timek (Eq.1).
The grid-based model states form a matrix, which consists of
N state vectorsxk corresponding toN ensemble members:

Xk = (x1
k,x

2
k, . . . ,x

N
k ), (3)

where

xk = (SN1:m,SM1:m,UZ1:m,LZ1:m,1,H1:m,Q1:m)T , (4)

SN, SM, UZ, LZ, H and Q are the HBV-96 model states
(Sect.2.3), m gives the number of grid cells andT is the
transpose operator. The ensemble mean

xk =
1

N

N∑
i=1

xi
k (5)

is used to derive the model error for each ensemble member:

Ek = (x1
k − xk,x

2
k − xk, . . . ,x

N
k − xk). (6)

The ensemble estimated model covariance matrixPk is de-
fined as

Pk =
1

N − 1
Ek ET

k . (7)

When observations become available, the model states are
updated as follows:

X+

k = X−

k + K k(yk − HkX−

k ), (8)
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Fig. 3. Hourly hydrograph for the Upper Ourthe at Tabreux: observed (solid blue line); HBV-96 simulation using the grid-based spatially
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whereX+

k is the new updated (posterior) model state matrix
andX−

k is the forecasted (prior) model state matrix.K k is the
Kalman gain, a weighting factor of the errors in model and
observations:

K k = PkHT
k (HkPkHT

k + Rk)
−1, (9)

wherePkHT
k is approximated by the forecasted covariance

between the model states and the forecasted discharge, and
HkPkHT

k is approximated by the variance of forecasted dis-
charge (Houtekamer and Mitchell, 2001):

PkHT
k =

1

N − 1

N∑
i=1

(xi
k − xk)(Hkx

i
k − Hkxk)

T , (10)

HkPkHT
k =

1

N − 1

N∑
i=1

(Hkx
i
k − Hkxk)(Hkx

i
k − Hkxk)

T
,

(11)

where

Hkxk =
1

N

N∑
i=1

Hkx
i
k. (12)

In previous published papers on EnKF (e.g.Weerts and
El Serafy, 2006; Pauwels and De Lannoy, 2009), a time de-
lay issue was noted due to the use of the unit-hydrograph,
where the discharge at timek depends on several previous
calculated discharges (for instance atk−1,k−2,k−3,k−4,
etc., for hourly models often up to 24 h or more in the case of
the Upper Ourthe). By using a physically based model for the
routing (Sect.2.3), the time delay and attenuation are mod-
elled more realistically and the discharge and statesxk can
be assumed to depend only on the statesxk−1 (Markov prop-
erty). The time delay is, thus, explicitly taken into account in
the model.

2.5 Experimental setup

2.5.1 Synthetic experiment

The approach of the synthetic experiment is similar to the
approach used byWeerts and El Serafy(2006), with the
main difference being that we employ a realistic stochastic
representation of the spatially distributed precipitation (see
Rakovec et al., 2012). We limit the analysis of the experi-
ment to input uncertainty only. The main reason for this is
that we want to fully understand and investigate the filter
process using a distributed hydrological model and realis-
tic precipitation fields. We believe this is already challenging
enough without initial state and model parameter/structural
uncertainty, which we leave for future work.

The synthetic experiment has been carried out to exam-
ine the ability of the EnKF to update the grid-based hydro-
logical model states via assimilation of the spatially mea-
sured discharge. The EnKF procedure was applied to a 5-
month period from 15 August 2002 to 15 January 2003,
which includes a dry and a wet period. For reasons of clar-
ity of the experimental setup, we did not update model pa-
rameters, which were kept constant. In an open loop sim-
ulation, i.e., without data assimilation, the model was ini-
tially forced with uncertain precipitation inputs with a sim-
ulation memory of 3 h (64 ensemble members) derived us-
ing time-dependent multivariate spatial conditional simula-
tion (see Sect.2.2 andRakovec et al., 2012) and observed
deterministic potential evapotranspiration and temperature.
This produced an ensemble of simulated discharges from
which one complete realisation was randomly selected as the
true discharge (Qtrue,k). To introduce discharge observation
uncertainty, a normally distributed errorνk (Eq.2) with het-
eroscedastic variance was added toQtrue,k to obtain a syn-
thetic perturbed observationQpobs,k:

Qpobs,k = Qtrue,k + νk νk ∼ N(0, (0.1Qtrue,k)
2) . (13)
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O. Rakovec et al.: State updating of a distributed hydrological model with EnKF 3441

The discharge measurement error was defined similar
to Thiemann et al.(2001) andWeerts and El Serafy(2006).
The ensemble size of 64 members corresponds to other stud-
ies as well, e.g.,Pauwels and De Lannoy(2009). The model
errors (S, Eq.1) were obtained by perturbing the model states
indirectly by uncertain precipitation input. Additional direct
perturbation of the model storages, which was applied by
e.g.,Clark et al.(2008) was not considered, because this was
considered to be beyond the scope of this study. That would
make our example, which focuses on the input uncertainty
only, even more complicated.

In the synthetic experiment, we assimilated in total
5 schemes of perturbed discharge observations, expressed
by the vectorsyk, as shown in Fig.4. The first case A is
identical to a lumped model for the Upper Ourthe, where
only the most downstream observation is available. The sec-
ond case B considers only the two most upstream discharge
gauges. The third case C includes three additional observa-
tions upstream to case A. The fourth case D contains all six
discharge gauges and the fifth case E includes an additional
12 imaginary gauges to the fourth case.

Moreover, the effect of the updating frequency, i.e., how
often the observations become available and how often they
are assimilated into the model, was analysed for updating fre-
quencies of 24, 12 and 6 h.

The performance of the data assimilation procedure re-
garding discharge forecasting was then evaluated using the
root-mean-square error (RMSElt):

RMSElt =

√√√√ 1

MJN

M∑
i=1

J∑
j=1

N∑
n=1

(
Q

i,j,n

true,lt − Q
i,j,n

for,lt

)2
, (14)

where lt stands for lead time (lt= 1h,2h, . . . ,48h) andQfor
is a forecasted discharge vector of lengthJ . M is the num-
ber of hydrological forecasts, which were issued over the 5-
month period. To allow comparison of the different updat-
ing frequencies between each other, the hydrological forecast
was issued every 6 h, i.e., 4 times a day.

2.5.2 Real world experiment

In the real world experiment, we applied the same model
forcings as in the synthetic experiment (Sect.2.5.1). The
difference with the synthetic experiment was the assimila-
tion of the real discharge observations (Qobs,k), which were
perturbed by a normally distributed observation error with
a variance of(0.1Qobs,k)

2 (Weerts and El Serafy, 2006;
Clark et al., 2008). Analogous to the synthetic experiment,
Qobs was used in Eq. (14) instead ofQtrue to calculate the
RMSE. The size of the observation vectoryk was limited to
cases A, B and D (Fig.4).

3 Results

3.1 Synthetic experiment

3.1.1 Model performance regarding discharge forecast

The long-term RMSE (Eq.14) between the synthetic ob-
served discharge and the forecasted discharge of the 64 en-
semble members at Tabreux (Fig.1b) for the three updating
frequencies of 24, 12 and 6 h is shown in Fig.5. The fore-
casted discharge without data assimilation gives a constant
RMSE of about 5 m3s−1, which corresponds to 16 % error
with respect to the mean simulation over the 5-month period.
For the forecasted discharge with data assimilation, there is
a reduction in RMSE for all discharge observation vectors,
however, the magnitudes differ as follows:

(1) for the updating frequency of 24 h, the benchmark
case A performs worst of all 5 cases, although the differ-
ences between case A and B are marginal, given the small
difference in their RMSE values as well as the high NS value
in the base-case model simulation. Moreover, there is a grad-
ual decrease in RMSE for the cases with a large number of
assimilated gauges.

(2) For the updating frequency of 12 h, there is even a fur-
ther reduction in RMSE for all the observation vectors. The
largest reduction is achieved for case E, in which the RMSE
at the lead time of 1 h is 1.4 m3s−1 (5 % of the mean observed
discharge). Additionally, case A (one gauge at the outlet) out-
performs case B (two interior gauges only) for lead times up
to about 20 h, which is in line with the channel travel time
from the most upstream gauges to the outlet.

(3) For the updating frequency of 6 h, there is not a pro-
nounced improvement in RMSE. This can be expected, be-
cause within the 6 h between updating moments, hardly any
rainfall is transformed into discharge, even at the most up-
stream gauges, as is shown in Table1.

3.1.2 State updating

A further logical step in the analysis of the results is to have
a look at the ability of the DA procedure to correctly update
the model states. In other words, we wanted to check if the
setup of the EnKF can identify the pdf around the true model
states. However, we recall that there is not a single configu-
ration of model states yielding one discharge value due to the
fact that our system is spatially distributed.

We investigate the effect of the observation vector at the
updating frequency of 24 h. We selected 2 locations (loca-
tion 1 and 6 in Fig.1b) within the catchment domain for
which the simulated and updated model states are presented
in Figs.6 and7. Figures6 and7 show in the top panel the
open loop simulations for five model states with the high-
lighted true model states. For two time instants, on 3 Novem-
ber and on 2 January (dashed vertical line), we show the
histograms of the 24 h lead time forecasted and the updated
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model states for the five discharge observation vectors (cases
A, B, C, D and E, see Fig.4). The true model states are in-
dicated by asterisks. Recall that the true state for the syn-
thetic experiment was a randomly selected sample. Note that
the snow model states are not shown because there was no
snow simulated during the 5-month period. We have chosen
3 November and 2 January, because both dates occur shortly
before a discharge peak, although the wetness conditions of
the catchment are different. The first and smaller peak is ob-
served when the model storages are rather dry. The second
and larger peak occurs after an extensive rainy period, when
the model states became fully saturated.

Figure 6 indicates that at the catchment outlet there is
hardly any difference between the forecasted and updated
model states in soil moisture (SM), upper zone storage (UZ)
and lower zone storage (LZ) for all discharge observation
vectors and for both dry and wet conditions. However, note
that both the forecasted and updated pdfs of SM, UZ and
LZ tend to have more accurate peaks around the “true” val-
ues for a larger number of assimilated discharge gauges.
This means that, even though there is no clear difference be-
tween the forecasted and updated pdfs at one time instant, its

accumulation over time makes it visible in the higher kurto-
sis. Therefore, it makes sense to update those rather insen-
sitive model states. Furthermore, the EnKF is well able to
identify the “truth” in two routing storages, the water level
(H) and the water storage in the channel (Q) on 3 Novem-
ber as well as on 2 January. There is a clear shift of the up-
dated histogram centroid towards the true value for all dis-
charge observation vectors, except for case B, which remains
unchanged. This is caused by the fact that case B (Fig.4)
consists of two discharge gauges, which are located far away
from the catchment outlet. Furthermore, it can be seen that
the EnKF is well able to identify the two routing states even
if the prescribed discharge observation error bands are larger
than the ensemble spread of the forecasted discharge.

At the interior point (Fig.7), similar to the catchment out-
let (Fig. 6), there is no pronounced update in forecasted and
updated histograms for soil moisture (SM), upper zone stor-
age (UZ) and lower zone storage (LZ). The two routing states
are again easier to identify. However, the ability of the EnKF
to identify the true H and Q depends on the location of sta-
tions in the discharge observation vector. For the cases B,
D, and E, which contain at least one gauge situated close
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Fig. 6.Synthetic experiment. Top: Open loop model state simulations (grey lines) including the true states (black line) at location 1 in Fig.1b.
Bottom: Forecasted (grey histograms) and analysed (dashed histograms) model states at location 1 for two dates (3 November and 2 January)
and considering 5 discharge observation vectors (A, B, C, D, E). The true states are indicated by asterisks and the error bars represent the
95% confidence bounds of the observation errors (νk in Eq.13).

to location 6, the updated histogram of H and Q approaches
the true state and also its shape becomes more peaked. On
the other hand, for the cases A and C, which do not include
gauges close to location 6, no changes in H and Q histograms
occur.

3.2 Real world experiment

3.2.1 Model performance regarding discharge forecast

The long-term RMSE for the real world experiment is shown
in Fig. 8. Similar to the synthetic experiment, all three dis-
charge observation vectors assimilated into the model im-
prove the forecasted discharge for lead times up to 48 h, ex-
cept for case B, which slightly deteriorates the forecast per-
formance in comparison with the forecasts without discharge
assimilation for lead times longer than 30 h. The best results,
meaning the lowest RMSE, are achieved by assimilating all
six gauges (case D) for all updating frequencies, although for
longer lead times it approaches the benchmark case A (the
outlet gauge only). The largest reduction was achieved by

case D, for which the RMSE at the lead time of 1 h was about
6 m3s−1 (20 % of the mean observed discharge) for an up-
dating frequency of 6 h.

Similar to the synthetic experiment, case A (one gauge at
the outlet) outperforms case B (two interior gauges only) for
all updating frequencies in the real world experiment. More-
over, we can observe for case B a rather constant RMSE
during the first 20 h. This surprisingly steady RMSE may
be explained by the assimilation effect of the most upstream
gauges (locations 5 and 6), for which it takes about 20 h to
reach the outlet (location 1). Although an increase in updat-
ing frequency from 24 h to 12 h improves the RMSE, a fur-
ther increase in the updating frequency from 12 h to 6 h yields
a more or less equal RMSE, which corresponds to the syn-
thetic experiment.

The short-term RMSE for an individual major flood peak,
which was observed at the beginning of January 2003, is
shown in Fig.9. Because of the rather short period used in
this analysis, the shapes of the RMSE are not smoothed out
and the forecasted RMSE without updating is not constant
over time either. The best forecast improvements are again

www.hydrol-earth-syst-sci.net/16/3435/2012/ Hydrol. Earth Syst. Sci., 16, 3435–3449, 2012



3444 O. Rakovec et al.: State updating of a distributed hydrological model with EnKF

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35 *

0.00
0.05
0.10
0.15
0.20
0.25 *

0
1
2
3
4
5 *

0
2
4
6
8 *

0.0
0.2
0.4
0.6
0.8
1.0 *

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35 *

0.00
0.05
0.10
0.15
0.20
0.25 *

0
1
2
3
4
5 *

0
2
4
6
8 *

0.0
0.2
0.4
0.6
0.8
1.0 *

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35 *

0.00
0.05
0.10
0.15
0.20
0.25 *

0
1
2
3
4
5 *

0
2
4
6
8 *

0.0
0.2
0.4
0.6
0.8
1.0 *

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35 *

0.00
0.05
0.10
0.15
0.20
0.25 *

0
1
2
3
4
5 *

0
2
4
6
8 *

0.0
0.2
0.4
0.6
0.8
1.0 *

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35

180 220

*

0.00
0.05
0.10
0.15
0.20
0.25

20 60

*

0
1
2
3
4
5

10 14

*

0
2
4
6
8

2 3 4

*

0.0
0.2
0.4
0.6
0.8
1.0

20 40

*

0.0
0.1
0.2
0.3
0.4
0.5 *

0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07 *

0
20
40
60
80

100 *

0.0
0.5
1.0
1.5
2.0
2.5
3.0 *

0.00
0.05
0.10
0.15
0.20 *

0.0
0.1
0.2
0.3
0.4
0.5 *

0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07 *

0
20
40
60
80

100 *

0.0
0.5
1.0
1.5
2.0
2.5
3.0 *

0.00
0.05
0.10
0.15
0.20 *

0.0
0.1
0.2
0.3
0.4
0.5 *

0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07 *

0
20
40
60
80

100 *

0.0
0.5
1.0
1.5
2.0
2.5
3.0 *

0.00
0.05
0.10
0.15
0.20 *

0.0
0.1
0.2
0.3
0.4
0.5 *

0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07 *

0
20
40
60
80

100 *

0.0
0.5
1.0
1.5
2.0
2.5
3.0 *

0.00
0.05
0.10
0.15
0.20 *

0.0
0.1
0.2
0.3
0.4
0.5

240 260

*

0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07

50 100

*

0
20
40
60
80

100

16 17

*

0.0
0.5
1.0
1.5
2.0
2.5
3.0

10 14

*

0.00
0.05
0.10
0.15
0.20

100 160

*

01 Sep 01 Nov 01 Jan

100

150

200

250

[m
m

] * *

01 Sep 01 Nov 01 Jan

0

50

100

[m
m

]

* *

01 Sep 01 Nov 01 Jan

5

10

15

[m
m

] * *

01 Sep 01 Nov 01 Jan

0

5

10

[m
]

*

*

01 Sep 01 Nov 01 Jan

0

50

100

150

[m
3 s−1

]

*

*

E

D

C

B

A

SM UZ LZ H Q

3 Nov 2 Jan 3 Nov 2 Jan 3 Nov

●

2 Jan

●

3 Nov

●

2 Jan

●

3 Nov

●

2 Jan

Fig. 7.Same as Fig.6, but for location 6 in Fig.1b.
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achieved by assimilating all six discharge gauges (case D) for
all updating frequencies for lead times up to about 15–20 h.
For longer lead times, case B (only two upstream gauges)
gives very similar RMSE to case D, because the added value
of the more downstream gauges (1–4 in Fig.1b) is filtered out
after about 20 h, as shown in Table1. It is worth mention-
ing that case B outperforms case A for lead times from 5 h
to 20 h, which is not observed using the long-term statistics
(Fig. 8). This is caused by the spatial properties of this ma-
jor flood peak, during which the importance of the upstream
gauges is clearly shown, however, completely averaged out
in the long-term statistics.

3.2.2 State updating

Like in the synthetic experiment, hardly any change between
the forecasted and the updated histograms is observed for
soil moisture, upper zone storage and lower zone storage
(Figs. 10 and 11), but visible changes can be seen in the
routing storages, water level and discharge. For the discharge
observation vectors, which contain at least one gauge in the
vicinity of the location of the state observation, there is a shift
of the centroid of the histograms for discharge and the corre-
sponding water level towards the uncertain discharge obser-
vation constrained by the error bars.

3.2.3 Validation

In order to validate the results of the real world experi-
ments, the Nash-Sutcliffe model efficiency (NS) (Nash and
Sutcliffe, 1970) is calculated at those stream gauge locations
where the discharge data are not assimilated. The median NS
of the 64 ensemble updated discharge simulations (Cases A
and B) as well as the open loop simulations (without as-
similation) are shown in Table3 for the updating frequency
of 24 h. The validation results indicate that the assimilated
simulations give performance of the same order of magni-

Table 3. Validation at the stream gauge locations without data
assimilation. The median Nash-Sutcliffe model efficiency of the
64 ensemble members for the open loop simulations and the up-
dated simulations being assimilated using Cases A and B. Gauge
numbers correspond to Fig.1b.

Gauge
number Open loop Case A Case B

1 0.95 – 0.96
2 0.95 0.96 0.97
3 0.96 0.97 0.98
4 0.96 0.96 0.97
5 0.93 0.91 –
6 0.87 0.89 –

tude as the open loop simulations. Small improvements can
still be observed when the assimilated observations are up-
stream of the validation stations (Case B). However, when
the assimilated observation is downstream of the validation
gauges (Case A), the interior simulations can slightly deterio-
rate, but this is observed only at one gauge (number 5) out of
five gauges. Nevertheless, this seems to be rather acceptable
when we consider the large distance between the assimila-
tion gauge (number 1) and validation gauge (number 5) and
the fact that the two most upstream gauges are located at two
parallel river branches (see Fig.1a).

4 Discussion

The advantage of a grid-based hydrological model with grid-
based routing over a lumped model with a unit hydrograph-
type of channel delay is that the modelled discharge is rep-
resented by spatially distributed model states, which quan-
tify the volumes of water within the channel network. This
means that we do not have to explicitly consider any time
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Fig. 11.Same as Fig.10, but for location 6.

delay between model states and discharge, as would be
needed in spatially lumped models using the retrospective
EnKF (Pauwels and De Lannoy, 2006). Another advantage
of a grid-based approach over a lumped one is that the spa-
tially distributed discharge observations can be easily incor-
porated into the model states and make the forecast more ac-
curate for longer lead times.

A novel approach of this study was the application
of time-dependent multivariate spatial conditional simula-
tions (Goovaerts, 1997; Pebesma, 2004; Rakovec et al.,
2012) of hourly rain gauge observations, used to force the
hydrological model in hindcasting mode. As demonstrated
by Rakovec et al.(2012), this multivariate approach sat-
isfies for each precipitation realisation the requirement to
have a coherent temporal evolution (required within the DA

procedure), unlike the time-independent univariate simula-
tions. Using this precipitation ensemble generator, we can
achieve the goal that the corresponding simulated spatially
distributed model states inherit the temporal aspect of the
rainfall fields. As an alternative to rain gauge observations,
the precipitation ensemble could be derived from radar rain-
fall estimates from the C-band radar located in the catch-
ment (Hazenberg et al., 2011), which is a possible topic of
further studies.

This study also provided a closer look at the pdfs of the
forecasted and updated model states during two hydrologi-
cally different situations, while the majority of hydrological
DA papers on state updating focus only on the forecasted
and analysed discharge and do not address the importance
of individual model states. In this study, mainly the pdfs of
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the two routing model storages were affected by the Kalman
filter update, while the other model states (SM, UZ, LZ)
were found to be less sensitive to the EnKF procedure. This
is because the current formulation of the EnKF (see Eq.4)
does not explicitly consider the strong correlation between
soil moisture states in the immediate past and streamflow at
the time of forecast. Therefore, it may be difficult to build
a covariance matrix among the water balance model states
(i.e., SM, UZ, LZ) via assimilating discharge observations.
Based on our results, we can state that, given a measured
discharge downstream, it is difficult to adjust (and justify)
the soil moisture upstream (in a spatially distributed coher-
ent manner) using an EnKF. Other filters like the Ensem-
ble Kalman Smoother (EnKS), which calculate the analysis
from several previous time steps (Evensen and Van Leeuwen,
2000), may result in better adjustment of the spatially dis-
tributed soil moisture states, which may improve forecasts
for even longer lead times. However, with a larger num-
ber of assimilated discharge gauges, both the forecasted and
updated pdfs of SM, UZ and LZ had more accurate peaks
around their true values. Therefore, it makes sense to update
those rather insensitive model states. The reason for this be-
haviour might be the limited model structure, which is sim-
ilar to other PCRaster operational hydrological applications
like the LISFLOOD model (de Roo et al., 2000; Salamon and
Feyen, 2009), where the individual neighbouring model cells
are not connected by means of interflow and regional ground-
water flow, but only drained by some sort of sheet flow via
the routing states. This means that the SM, UZ and LZ model
states are only controlled by the spatial variation of rainfall.

Finally, it is interesting to note that, unlikeClark et al.
(2008), we were able to improve hydrological forecasts using
the standard EnKF implementation in both synthetic and real
world experiments compared to open loop simulations.

5 Conclusions and recommendations

We analysed the sensitivity of the data assimilation proce-
dure to the updating frequency, the number and the loca-
tions of interior discharge gauges, which were assimilated
into a grid-based distributed hydrological forecasting model
using the EnKF. By using a physically based model for the
routing, the time delay and attenuation are modelled more
realistically than when using a unit-hydrograph approach for
of the routing. As a consequence the discharge and states
at time k can be assumed to depend only on the states
at time k − 1 (Markov property). The validation station of
this study is Tabreux, which is the Upper Ourthe catchment
outlet, Belgium.

In the synthetic experiment we showed that the hydrolog-
ical forecast at the catchment outlet is improved (in terms
of the forecasted root-mean-square error RMSE) by assimi-
lating more interior gauges. This is logical, because all other
discharge observations contain information from upstream to
improve the posterior forecast. In addition, the EnKF proce-

dure is mainly changing the pdfs of the two routing model
storages, even when the uncertainty in the discharge simu-
lations is smaller than the defined observation uncertainty.
This is because the current formulation of the EnKF does
not explicitly consider the strong correlation between soil
moisture states in the immediate past and streamflow at the
time of forecast. Moreover, with an increasing number of dis-
charge observations, the centroid of the updated histograms
within the observation error bounds was approaching the true
value more closely and with smaller variance than for the less
dense discharge observation networks.

In the real world experiment, the best results in terms of
the RMSE were achieved using all observations, which in-
cludes all six discharge gauges. Given the travel time of
the catchment, an updating frequency of 12 h seems to be
the most appropriate. Additionally, similar to the synthetic
example, only the two routing model storages showed some
sensitivity to the EnKF procedure in terms of the forecasted
and updated histograms. We can conclude that the hydrologi-
cal forecast at Tabreux can be improved by assimilating more
upstream gauges using the EnKF data assimilation proce-
dure. This augmentation of the observation vector improves
the forecast more than increasing the updating frequency.

For operational use, we recommend the implementation
of additional upstream gauges into the observation system,
which would enable an increase of the updating frequency
and more accurate forecasts, if the polling frequency allows
for it. Another recommendation for future research is to have
a closer look at alternative model structures (including recal-
ibration of spatially distributed model parameters) and their
effect on the sensitivity of individual model states within the
EnKF. The main limitation of the current model structure
is that there is no flux between neighbouring cells except
for the two routing model states. Alternatively, hydrological
forecasts can be improved by applying other Kalman-type
methods, e.g., the Ensemble Kalman Smoother (Evensen and
Van Leeuwen, 2000), which calculates the analysis from sev-
eral previous time steps up to the time of forecast, instead
of mapping the instantaneous covariance between states and
discharge (Clark et al., 2008), as shown for the standard
EnKF in this study. Finally, additional in situ observations
can be considered to be assimilated into the spatially dis-
tributed model states, e.g., soil moisture and/or groundwater
levels. The latter are believed to resemble point-wise the ac-
tual regional water storage more closely than soil moisture
observations.
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