Modeling the effect of glacier recession on streamflow response using a coupled glacio-hydrological model
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Abstract. We describe an integrated spatially distributed hydrologic and glacier dynamic model, and use it to investigate the effect of glacier recession on streamflow variations for the upper Bow River basin, a tributary of the South Saskatchewan River, Alberta, Canada. Several recent studies have suggested that observed decreases in summer flows in the South Saskatchewan River are partly due to the retreat of glaciers in the river’s headwaters. Modeling the effect of glacier changes on streamflow response in river basins such as the South Saskatchewan is complicated due to the inability of most existing physically based distributed hydrologic models to represent glacier dynamics. We compare predicted variations in glacier extent, snow water equivalent (SWE), and streamflow discharge with satellite estimates of glacier area and terminus position, observed glacier mass balance, observed streamflow and snow water-equivalent measurements, respectively over the period of 1980–2007. Observations of multiple hydroclimatic variables compare well with those simulated with the coupled hydrology-glacier model. Our results suggest that, on average, the glacier melt contribution to the Bow River flow upstream of Lake Louise is approximately 22% in summer. For warm and dry years, however, the glacier melt contribution can be as large as 47% in August, whereas for cold years, it can be as small as 15% and the timing of the glacier melt signature can be delayed by a month. The development of this modeling approach sets the stage for future predictions of the influence of warming climate on streamflow in partially glacierized watersheds.

1 Introduction

Globally, glaciers are in a general state of recession (Gardner et al., 2013). In particular, the glaciers of western Canada demonstrate pervasive recession after 1980 (Moore et al., 2009) with losses in glacier area in the Canadian southern Rocky Mountains of almost 15% since 1985 (Bolch et al., 2010). The discharge from the rivers draining these partially glacierized river basins provides a crucial water resource to the large dry areas in Canada’s Prairie Provinces (Schindler and Donahue, 2006), especially during summer months when seasonal precipitation is at a minimum.

In partially glacierized basins, melting of seasonal snow cover and glaciers in summer provides a natural storage buffer for precipitation that accumulates as snow in winter. In the case of snow and glaciers, this source is not depleted on an interannual basis, and in fact, glacier melt generally increases in warm dry periods, providing a negative feedback to seasonal climate forcings (Fountain and Tangborn, 1985). Thus, despite the fact that the glacier melt contribution to the flow of major rivers like the South Saskatchewan is modest on an annual basis, glacier melt can contribute substantially to late summer flows when water demand is highest (Comeau et al., 2009). As glaciers recede, there is an initial increase in streamflow due to higher melting, but over a longer time span the glacier melt contribution will eventually decrease due to reduction in glacier area (Huss et al., 2008). Stahl and Moore (2006) showed widespread negative trends in streamflow within glacierized basins of British Columbia,
which they attributed to the effects of glacier retreat and suggested that in this region the time of increased streamflow has already passed (Stahl et al., 2008; Demuth et al., 2008). These observations broadly apply to the glacier sources of the South Saskatchewan River headwaters. However, the normal pattern of initially increased summer flows is somewhat less apparent, possibly due to a concurrent multi-decade downward trend in winter precipitation and increased evapotranspiration (Schindler and Donahue, 2006).

Despite the risk posed by declining glaciers to downstream water uses (e.g., agricultural irrigation, municipal water supplies and generation of hydroelectricity) in high mountain river systems, our ability to predict the runoff contribution from partially glacierized basins is limited over long timescales due to the necessity to accurately evolve glacier volume and area. Modeling the effect of glacier changes on streamflow in such basins is complicated due to limited availability of high-resolution gridded meteorological data and long-term glaciological measurements. One approach that has been used to address these issues is to adapt models with a snow hydrology heritage, such as the snowmelt–runoff model (SRM; Martinec, 1975), HBV (Lindström et al., 1997; Bergström, 1976), SNOWMOD (Jain, 2001; Singh and Bengtsson, 2004) and apply them to estimate streamflow in river basins partially covered by glaciers and partially by ephemeral snow cover (see e.g., Singh and Bengtsson, 2004; Hock, 2003; Rees and Collins, 2006; Immerzeel et al., 2009 for applications). The disadvantage of these approaches is that seasonal snow cover is simulated in a semi-distributed fashion and the glacier characteristics are prescribed. Furthermore, all of these models use temperature index snowmelt formulations, which require some calibration to current climate conditions. On the other hand, ice dynamic models with a range of complexities have been developed to predict long-term glacier response to climate variations (Le Meur and Vincent, 2003; Kessler et al., 2006; MacGregor et al., 2000). Most of these models, however, are not linked to other hydrological processes such as evapotranspiration, surface runoff and baseflow, which make their application to partially glacierized basins problematic.

Recent advances have been made in representing the flow of glacier ice in coupled glacio-hydrologic models. Uhlmann et al. (2012) applied a semi-distributed band discretization to a single glacier, while Huss et al. (2010) used a simple parameterization of changes in surface elevation, consistent with predictions of a full-Stokes fluid flow model, to describe ice flow for single and clusters of glaciers. On a larger scale, Immerzeel et al. (2012) represented glacier movement through a derivation of glacier sliding, assuming no ice flow through creep. While these approaches vary in complexity in their representation of ice flow, they all use simple temperature index approaches to simulate ablation, which contrasts with our full energy balance approach. While temperature index models require limited forcing data, full energy balance approaches arguably are more robust for prediction of glacier evolution under changing environmental conditions, because degree day factors (DDFs) must be calibrated using current climate data which represent conditions that are likely to change over time. Moreover, in some regions, air temperature is poorly correlated with melt on interseasonal timescales (Sicart et al., 2008).

The above studies, among others, use relatively simple representations of the hydrology of the non-glacierized portions of the watersheds – their focus is generally on the glacierized portions. The approach we present is more applicable to broader regions with varying fractions of glacier area, as the hydrologic characteristics of the non-glacierized areas of the watershed are explicitly simulated in a fully distributed manner. This point, which separates our approach from nearly all previous work, is crucial in the context of water resources as there is often some distance, composed of hydrologically diverse landscapes, between glacier termini and the locations where water is valued as a socioeconomic or ecological resource.

Jost et al. (2012) used a stand-alone glacier dynamics model (GDM) to predict the evolution of glacier extent in time, and used this information to update the glacier extent in hydrologic model simulations. Their approach is much different than what we describe here (Sect. 2). In particular, they treat glaciers as static ice masses that melt in place and, over time, decrease in volume. Using either prescribed (from satellite estimates) or model-derived ice extent (from a glacier dynamic model), the glacier area is updated once per decade. While this strategy is expedient and avoids the necessity of knowing or estimating subglacial topography, it does not account for changes in ice volume related to ice dynamics and its effect on glacier melt. Additionally, the simulation of snow accumulation and melt is independent of the simulation of the evolution of the glacier masses. The approach we describe instead explicitly couples glacier dynamics with a physically based hydrologic model, which allows explicit simulation of the glacier mass and energy balance and dynamically adjusts the glacierized areas and volume depending on accumulation and ablation conditions at each time interval (monthly).

This fully integrated approach we describe herein avoids the inter-dependence of offline simulations from two models and allows the continuous prediction of glacier extent through time, at much shorter time intervals. The mass and energy of the hydrologic model are entirely connected to the GDM, providing the most accurate representation of their interdependent processes and ensuring mass conservation. This model structure, which allows the continuous simulation of glacier mass, is essential for evaluating the effects of long-term deglaciation in the context of watershed hydrology, where accurate simulation of glacier melt is necessary at inter and intra-annual timescales.

The specific objective of our study is to integrate a spatially distributed hydrologic model and a physically based distributed GDM in order to assess streamflow response
associated with glacier dynamics, and snow/ice accumulation and ablation. The motivation of our approach is not simply to reconstruct past observations, but rather to develop a model suitable for evaluating the effect of long-term glacier changes on streamflow in a warming climate. We first describe our approach to coupling the distributed hydrology soil–vegetation model (DHSVM; Wigmosta et al., 1994) with the GDM (Jarosch et al., 2013). We then test the ability of the integrated model to represent the effect of glacier dynamics on streamflow response in the partially glacierized upper Bow River basin, Alberta, Canada.

2 Modeling approach

2.1 DHSVM

DHSVM, originally developed by Wigmosta et al. (1994), is a physically based, spatially distributed hydrology model. The model subdivides a watershed into uniform cells (typically with a spatial resolution of 10–150 m) to capture the spatial variability of the physical characteristics of the watershed at the spatial resolution of a digital elevation model (DEM) (Storck et al., 1998). The main objective of the model is to simulate the spatial distribution of soil moisture, snow cover, evapotranspiration and runoff production over a range of spatial scales, at hourly to daily time intervals. DHSVM uses a two-layer canopy representation for evapotranspiration (overstory and understory), a two-layer energy balance model for snow accumulation and melt, a multilayer unsaturated soil model, and a saturated subsurface flow model (Storck et al., 1998). The two layer energy and mass balance approach in simulating snow accumulation and melt is similar to that described by Anderson (1968), and is described in detail by Andrädis et al. (2009). The mass balance components of the model represent snow accumulation/ablation, changes in snow water equivalent (SWE), and water yield from the snowpack (Wigmosta et al., 1994), while the energy balance components account for net radiation and sensible and latent heat transfers, as well as energy advected by rain, throughfall or drip (Storck, 2000). To run the model, input parameters are required for every grid cell in the watershed. These include meteorological observations such as precipitation, air temperature, wind, humidity and incoming short-wave and long-wave radiation (which, as a practical matter, are usually interpolated from gridded or station data), and land surface characteristics such as vegetation, soils and digital elevation data. The distributed parameter approach allows the model to simulate not only the spatial distribution of soil moisture, snow cover, evapotranspiration and runoff, but also to predict the overall streamflow response at watershed scale.

DHSVM has been successfully applied to a number of catchments in the western US and Canada to simulate the streamflow response of forested watersheds located in high altitude areas (e.g., Storck et al., 1998; Bowling and Lettenmaier, 2001; Whitaker et al., 2003; Thyer et al., 2004). In more recent studies, DHSVM has been extended to account for glacier melt in the partially glacierized basins of the western United States (Dickerson, 2009; Chenuault, 2004). However, in these studies glaciers were represented as deep static snowpack (no lateral movement of frozen mass) by specifying an initial amount of SWE in each pixel equal to the approximate depth of glacial ice (Dickerson, 2009). This approach could result in distortion of the parameters that control snow accumulation and glacier melt and consequently transient changes in glacier areas and their effect on streamflow.

2.2 Glacier dynamics model (GDM)

The GDM is based on the shallow ice approximation (SIA) (e.g., Greve and Blatter, 2009) and solves time-evolving and spatially distributed balance equations for glacier mass and momentum. The vertically integrated equation for the volume flux of ice is

\[ q = -\frac{2A(\rho_{icg})^{n} |\nabla \times S|^{n-1}}{n+2} H^{n+2} \nabla_{xy} S + V_{b} H, \tag{1} \]

where \( q = q_{x} i + q_{y} j \) is the two-dimensional ice flux vector (m² yr⁻¹) in dimensions \( x \) and \( y \), and the right-hand side terms correspond to the flow contributions of creep and sliding, respectively. In the foregoing equation, \( A = 7.5738 \times 10^{-17} \) Pa⁻³ yr⁻¹ and \( n = 3 \) are the coefficient and exponent of Glen’s flow law for ice creep (Glen, 1955), \( \rho_{ic} = 900 \) kg m⁻³ is the ice density, \( g = 9.80 \) m s⁻² is the gravity acceleration, \( H \) is ice thickness, \( S \) is the ice surface elevation, and \( \nabla_{xy} \) is the two-dimensional gradient operator. The basal sliding velocity is approximated by the Weertman sliding law (Weertman, 1957)

\[ v_{b} = -C(\rho_{icg})^{m} H^{m} |\nabla \times S|^{m-1} \nabla_{xy} S, \tag{2} \]

where \( C \) is a coefficient that controls the sliding rate and \( m \) is an empirical exponent (e.g., Weertman, 1957; Cuffey and Paterson, 2010).

Equation (1) gives the momentum balance equation for slow shear flow and, for constant \( \rho_{icg} \), the continuity equation

\[ \frac{\partial H}{\partial t} = -\nabla_{xy} \cdot q + \frac{\rho_{icg}}{\rho_{w}} b_{n} \tag{3} \]

is equivalent to the mass balance equation where \( b_{n} \) is the water-equivalent mass balance rate (m yr⁻¹). By defining the nonlinear momentum diffusivity as

\[ D(H, S_{xy}) = \frac{2A(\rho_{icg})^{n} |\nabla \times S|^{n-1}}{n+2} H^{n+2} + C(\rho_{icg})^{m} |\nabla S_{xy}|^{m-1} H^{m}, \tag{4} \]

and noting that \( H = S - B \) where \( B \) is the bed surface topography (assumed to be fixed), it follows that \( \partial H/\partial t = \partial S/\partial t \) and Eq. (3) leads to a nonlinear diffusion equation of the form
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et al. (2013) applies upwinding to both ice thickness and area changes. After each monthly glacier dynamics calculation the ice layer in the DHSVM model is updated based on simulated ice flow.

\[ \frac{\partial S}{\partial t} = \nabla_{xy} \cdot (D \nabla_{xy} S) + \frac{\rho_{\text{ice}}}{\rho_{w}} b_n. \]

We solve this equation numerically using a semi-implicit finite-difference scheme that is similar in spirit to the standard Crank–Nicolson method (e.g., Press et al., 2007) but which can optionally exploit the possibility of being “super-implicit” in order to ensure stability when time steps are large (Hindmarsh, 2001). The essence of our modeling approach is a standard one in glaciology and has been used for simulating the dynamics of ice sheets and ice caps (e.g., Huybrechts, 1992; Marshall et al., 2000; Hindmarsh and Payne, 1996) and of mountain glaciers (e.g., Le Meur and Vincent, 2003; Plummer and Phillips, 2003; Kessler et al., 2006).

In regions of extreme topography, conventional SIA ice-flow models can yield negative ice thicknesses, unphysical behavior that leads to violations of the mass conservation principle upon which Eq. (3) is based. This problem can be addressed by introducing flux limiters when the momentum diffusivity Eq. (4) is calculated (Jarosch et al., 2013). Our scheme exploits flux limiters by upwinding ice thickness \( H \) in Eq. (4), whereas the scheme proposed by Jarosch et al. (2013) applies upwinding to both \( H \) and \( \nabla_{xy} S \) and is somewhat more robust than ours; however, it requires acceptably small time steps to maintain stability. In all other respects the two approaches are comparable.

2.3 Model integration

In order to account for the glacier melt contribution to streamflow from changes in glacier area or volume, the GDM was fully merged into the DHSVM modeling framework as shown in Fig. 1. To predict the present-day ice thickness distribution, the GDM requires subglacial topography and net annual mass balance. On average, snow accumulates in areas where the net annual mass balance is positive (i.e., above the equilibrium line). As snow accumulates at higher elevations, the GDM transports the ice mass down slope to the areas where the mass balance is negative. By running the model for a long enough spin-up period, the ablation area eventually expands so that annual volumes of accumulated and ablated mass are equal and a steady state is reached.

In the integrated model, we modified the DHSVM surface energy balance snow model to estimate glacier mass balance using sub-daily forcing data. Specifically, the two-layer full energy and mass balance snow model was modified to add an ice layer in order to account for glacier ice melt (Fig. 1). To define total ice volume for the ice layer in the integrated model, the ice layer was initialized with the ice thickness estimated at the end of the glacier model spin-up time period. As shown in Fig. 1, for each glacier cell the upper two snow layers overlie a bottom layer of glacier ice. When the snow has completely melted, the ice layer becomes exposed and continues to thin by melting at a rate determined using the energy balance approach incorporated in DHSVM. The ice water equivalent (IWE) (m w.e.) of the ice layer is therefore updated at sub-daily time steps only through ice melt and snow densification to ice.

Any snow that falls on a glacier cell increases the snow depth of the upper snow layers. Densification of the snowpack through overburden compaction is simulated at sub-daily time steps following an approach similar to Anderson (1976). Once the density exceeds 850 kg m\(^{-3}\), the mass in the lowest snow layer is transferred to the ice layer. The surface albedo of the ice layer is constant (0.35), while the surface albedo of the upper snow layer follows decay curves according to the age of the snow (Laramie and Schaake, 1976). While the temperatures of the snow layers are explicitly simulated, the temperature of the ice layer is considered isothermal (0 °C), arguably a reasonable assumption for temperate glaciers. Melt water generated from the ice layer is transferred to the surface of the soil layer, parameterized as bedrock under glacier surfaces. No refreezing processes or routing of water is represented in the ice layer. A firn layer is not represented in this simple layer configuration. This may lead to some underestimation of melt, by overestimating albedo in extreme years where the annual ELA greatly increases, exposing snow that is greater than one year old and has not yet transferred to the ice layer. Additionally, while melt water storage is represented in the snowpack, the explicit representation of storage and routing in a porous firn layer (Fountain, 1996; Jansson et al., 2003) is neglected. This simple configuration may limit the simulation of streamflow at fine timescales at locations close to glacier termini, but may have a smaller influence at the watershed scale. Once a grid cell becomes deglacierized, the standard algorithms of DHSVM are used. No changes to the soil depth, simulated soil moisture, or soil hydraulic properties occur upon deglaciation.
The net monthly glacier mass balance is determined from the change in storage states of SWE and IWE during each month as follows:

\[ b_n = \Delta\text{IWE} + \Delta\text{SWE}, \]  

where \( \Delta\text{IWE} \) (m w.e.) is the monthly change in the ice layer as a result of ice melt and snow densification and \( \Delta\text{SWE} \) (m w.e.) is the monthly change in SWE through snow accumulation, melt, and densification to ice in a given month.

While the glacier mass balance is tracked by summing changes in snow and ice masses, only changes in IWE \( (b_{\text{n,ice}}) \) are supplied as surface mass balance to force the GDM. This avoids instability of the GDM at the sub-annual time steps where a deep ephemeral snowpack overlies lower elevations of the glacier and areas outside of the glacier footprint.

The ice dynamics are computed at a monthly time step in the integrated model. During the glacier model run, the surface topography is updated as a function of net monthly mass balance, \( b_{\text{n,ice}} \), and the ice flux in and out of the grid cell. The ice thickness is updated as a result of changes in the glacier surface topography as follows:

\[
h(i, j, t + \text{dr}) = \begin{cases} 
0, S(i, j, t) \leq B(i, j, t) \\
S(i, j, t) - B(i, j, t), S(i, j, t) > B(i, j, t) 
\end{cases},
\]

where \( S(i, j, t) \) is the surface elevation (m a.s.l.), \( B(i, j, t) \) is the bed elevation (m a.s.l.) at the ith and jth grid cell, and \( \text{dr} \) is the monthly time step in years. In the GDM, \( h \) is the total thickness of the ice layer.

At the end of the each one-month time step of the GDM, the thickness of the IWE layer in DHSVM is adjusted as result of glacier movement as follows:

\[
\text{IWE}_n(i, j, t + \text{dr}) = \left( S(i, j, t) - (S(i, j, t - \text{dr})) + b_{\text{n,ice}}(i, j, t) \right) \times \frac{\rho_{\text{ice}}}{\rho_{w}}
\]

where \( \text{IWE}_n \) is the amount of ice flux in or out of grid cell, \( S(i, j, t) \) is the surface elevation at the current step and \( S(i, j, t - \text{dr}) \) is the surface elevation at the previous time step of the GDM.

3 Integrated model implementation: a case study of upper Bow River basin

3.1 Study site description and data

The Bow River originates in the Canadian Rocky Mountains and is a major tributary to the South Saskatchewan River, which flows eastward across southern Alberta (Fig. 2). The upper Bow River has a drainage area of 422 km² above the Lake Louise town site where streams with elevations ranging from 1200 to 3300 m. The mean annual precipitation at the Lake Louise weather station is about 600 mm but is thought to be as high as 1200 mm at higher elevations, mostly in the form of snow. Mean summer (June–August) and winter (December–March) air temperatures are 7 °C and −12 °C, respectively.

The hydrological regime of the upper Bow River is strongly influenced by glacier melt and snowmelt with maximum monthly discharge in summer (June–August) and minimum monthly discharge in February and March.

Because the boundaries of the glaciers are not coincident with the river/stream basin boundaries, we ran the coupled glacio-hydrological model for a 200 m × 200 m resolution rectangular subset (191 rows and 179 columns) with total area of 3167 km² as shown in Fig. 2. Glacier cover derived from Landsat Thematic Mapper scenes (see Appendix A for more detail on glacier mapping techniques) showed that glacier cover in the study domain has declined from 150 km² in 1986 to 126 km² in 2011 representing 9% of the total study domain. For routing of streamflow to the outlet of the basin, the drainage network used in the model was derived for pixels within the drainage basin using flow accumulation paths estimated from the DEM and a D-4 flow direction algorithm (Fig. 3a). The 90 m resolution SRTM DEM (the seamless data set with filled voids available from the Consultative Group for International Agriculture Research Consortium for Spatial Information (CGIAR-CSI) via http://srtm.csi.cgiar.org/ is used in the present study) as shown in Fig. 3b was used to delineate the basin boundary at the gauge station above Lake Louise. The land-cover information based on Landsat imagery from 1990 derived by Agriculture and Agri-Food Canada was used with a total of seven land cover classes in the study domain (Fig. 3c). Areas that are currently glacierized were represented as a separate class in the land-cover data set based on glacier outlines delineated using the oldest available Landsat image (26 August 1986). The soil class map and soil physical properties for the study area were taken from the Soil Landscapes of Canada database (Fig. 3d). Soil properties of the bare rock class were used for the glacierized areas. The distribution of soil depths across the
landscape is unknown; hence, its specification in the model is
effectively a calibrated parameter. In this application, we
adjusted the soil depths based on the local slope (thinner where
steeper), upstream source area (thinner on ridges than in
depressions), and elevation.

The meteorological forcing data required by the coupled
model are precipitation, temperature, wind speed, downward
short and long-wave radiation, and relative humidity. In the
(glacierized) portion of the basin, determining these variables
is difficult due to various controlling factors such as the oro-
graphic influence on precipitation, shadowing effects, and top-
ographic aspect variations. In DHSVM, the data records at
specific meteorological stations are distributed to each grid
cell in the model through interpolation schemes using tem-
perature and precipitation elevation lapse rates, or through
gridded temperature and precipitation maps (Wigmosta et al.,
1994). Shortwave radiation is adjusted at each grid cell for
topographic influences based on month, time of day, and the
surrounding topography (solar geometry). Daily data such as
minimum and maximum temperature, wind speed and pre-
cipitation are available at the Lake Louise station (Eleva-
tion: 1524 m) for the time period 1915–2007 (Fig. 2). Due
to significant spatial and temporal variability in precipitation
and missing records within the station precipitation data, we
used 1 km downscaled North American Regional Reanalysis
(NARR) daily precipitation data for the 1979–2007 time pe-
riod (for a detailed description of the downscaling methodol-
gy, see Jarosch et al., 2012). To run the model at a 3-hourly
time step, the daily 1 km NARR precipitation data extracted
at the location of the Lake Louise station were temporally
disaggregated by equally apportioning days to 3-hourly in-
tervals. Temperature, downward short and long-wave radia-
tion data were derived at 3-hourly intervals from the daily
temperature range and daily total precipitation using methods
described in Nijssen et al. (2001). We selected 1979–2007 as
our period of analysis.

Daily streamflow data from the gauge station located near
Lake Louise were used to evaluate the model results. The
Lake Louise gauge station, which is operated by Water Sur-
vey of Canada (WSC), was established in 1910 and continu-
ous flow data are available until 1986. From 1987 on, stream
discharge was only measured for the high flow months (May
to October). In addition to measured streamflow data, SWE
data from snow course measurements were also available for
the model simulation time periods for two different locations
within the basin (Fig. 2).

The glacier component of the coupled model requires sub-
glacial topography. Bed topography was estimated using the
DEM, mass balance fields, thinning rates, and a bed stress
model following the methodology described in Clarke et
al. (2012) (Fig. 3f).

3.2 Model initialization

To initialize the coupled glacio-hydrological model with the
glacier extent and ice thickness that exist under present cli-
matic conditions, the stand-alone GDM was run forward
in time for 1000 years to allow the glaciers to reach a
steady-state condition for which the simulated glacier ex-
tent matched the glacier terminus positions that have been
identified from the oldest available Landsat image of 1986
(Sect. 3.1). Closely approximating the observed areal distri-
bution using this method also ensures that the initial state is
mechanistically consistent, avoiding initial transient adjust-
ments. The input to the GDM includes bed surface topogra-
phy and a steady but spatially varying mass balance field that
corresponds to the present-day net average annual mass bal-
ance. For this spin-up run, we first quantified the net annual
mass balance field using a simple temperature index model
where annual ablation is calculated using 1 km downscaled
NARR daily precipitation data and 200 m downscaled NARR temperature data for the period 1979–2007. We used a DDF of 3.9 mm d$^{-1}$ °C$^{-1}$ based on Radić and Hock (2011) for Peyto glacier located in the study domain (Fig. 2). The annual snow accumulation was calculated from the sum of daily solid precipitation assuming that precipitation fell as snow if daily average air temperature was below 0 °C. Using the DDF of 3.9 mm d$^{-1}$ °C$^{-1}$, negative mass balance distribution of most glaciers was predicted which is generally consistent with the observed current glacier retreat in this region but may not be representative of the climate condition that allows for glacier growth (Fig. 4). We therefore tested a range of increases relative to the computed 1979–2008 average net mass balance until the best agreement between observed and predicted (1) glacier outlines and (2) fractional glacier cover of the domain was achieved.

Figure 5 shows examples of modeled glacier growth for the Bow River basin with no change in mass balance outside the glacier boundary but with increases in mass balance for glacierized areas within the basin ranging from 1.3 m to 1.7 m (Fig. 5a–d). Comparing the simulated glacier extents at the end of model spin-up time period (1000 years) with observed glacier outlines shows that an increase of 1.6 m in the mass balance of glacierized areas produces a good match for the glaciers with the most pronounced retreat, but leads to advances for other glaciers (Fig. 5d). Using the 1979–2007 mass balance distribution, augmented by 1.6 m within glacierized areas, as a constant forcing, requires about 650 years for the glacier to reach a steady state.

After the spin-up run was completed, the steady-state glacier geometry derived from the glacier flow model was used as the ice thickness distribution to initialize the integrated model. In the integrated model, glacier ice dynamics are computed at a monthly time interval where the glacier mass balance (net of accumulation and melt of ice) is calculated at sub-daily time steps. As described in Sect. 2.3, the ice thickness distribution and glacier extent at the end of each month are updated using Eqs. (6) and (7).

### 3.3 Integrated model calibration and validation

The upper Bow River basin was simulated at 200 m resolution at a 3-hourly time step using the coupled glacio-hydrologic model. The coupled model was run for the time period 1979–2007 with a one year spin-up. The calibration period was from WY 1981–1986, the period where streamflow observations are available for the entire year. After model calibration, the model was evaluated for the time period of 1987–2007 for which observed discharge was measured only for high flow months. Model performance in predicting streamflow, snow accumulation and melt patterns, and changes in glacier cover for both calibration and validation time periods was evaluated through comparison with observed daily streamflow, SWE measurements, and Landsat-derived ice cover. Calibrating to optimize the simulation of
each of these hydroclimatic variables arguably decreases uncertainty in the glacier melt and streamflow prediction as we desire accurate simulation of multiple first order processes that influence runoff.

The model performance in predicting streamflow was also evaluated using the Nash–Sutcliffe efficiency (NS) (Nash and Sutcliffe, 1970) as

$$NS = 1 - \frac{\sum_{i=1}^{n}(Q_s(i) - Q_o(i))^2}{\sum_{i=1}^{n}(Q_o(i) - \overline{Q_o})^2},$$

where $Q_s$ is the simulated discharge at month or day $i$, $Q_o$ is the observed discharge and $\overline{Q_o}$ is the mean of $Q_o$. The case of $NS = 1$ represents perfect agreement between simulated and observed discharge, while a NS value less than 0 signifies that the mean is a better estimate than the model estimated discharge.

Because of the distributed nature of both the glacier and DHSVM models, the coupled glacio-hydrologic model is computationally intensive. Additionally, the physical nature of the model limits the number of parameters that can be used for calibration. Key calibration parameters were therefore identified using one-at-a-time sensitivity analyses and were selected based on first principles. The sensitivity analyses were used to determine parameters and constrain parameter ranges for a multi-objective parameter search optimization calibration technique (MOCOM-UA, Yapo et al., 1998). Parameters influencing accumulation and ablation of snow and ice: maximum snow albedo, glacier albedo, temperature and precipitation lapse rates, and the soil parameters lateral conductivity and exponential decrease in transmissivity were calibrated. We used this procedure to identify multiple Pareto optimal parameter sets through the optimization of NS. NS of the natural log of daily flows, and error in cumulative glacier mass balance. We used observations of mean annual specific mass balance for the Peyto glacier over the period of 1980–2007 (Demuth et al., 2009; WGMS, 2009) to compare with our model-predicted glacier mass balance. Area average specific mass balance in the model is computed as follows:

$$\sum_{i=1}^{n} b_i,$$

$$\sum_{i=1}^{n} N_i,$$

where $b_i$ are mass balance values and $N_i$ are the number of grid cells ($i = 1...n$) within the glacier extent of study domain and for individual glaciers (Bow, Peyto). The mass balance values were calculated using Eq. (5).

4 Results

4.1 Calibration and validation of integrated model

Model performance in simulating streamflow was assessed by comparing simulated with observed daily streamflow for both calibration (1981–1986) and validation (1987–2007) time periods. Time series of simulated and observed daily mean streamflow and bias during the melt season are presented for individual years for the calibration period (Fig. 6a–f), while simulated and observed monthly mean streamflow are presented for the entire period of analysis (WY 1981–2007) (Fig. 6g). The range of predictions of the five optimal parameter sets with equal Pareto ranking are shown for the calibration period, demonstrating uncertainty introduced by model parameter selection. The ranges of parameters for these five optimal configurations are shown in Table 1. For the evaluation period and long-term simulations the parameter configuration of these five sets that best captured glacier mass balance was used. The daily and monthlyNSE values for calibration years ranged from 0.78–0.81 and 0.91–0.93, respectively, while for the validation years, the daily and monthlyNSE values were 0.77 and 0.87, respectively (Table 2). It should be noted that after 1987, observations are only available during the melt season (May–September), hence the model evaluation mostly reflects model performance during this time of year, which tends to be more variable than the months that were not observed. This tended to result in lower NSE values for the evaluation relative to the calibration period. The calibrated model generally reproduced the observed hydrographs well, but overestimated the peak summer flow in most years (Fig. 6). On average, the model overestimated the July flow by 13 % and underestimated the August and September flow by 2 %.

Uncertainty in the simulated mean monthly total streamflow (glacier melt) associated with alternate parameter values is fairly small, with the largest values occurring during July.
Table 1. Calibrated DHSVM parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Analyzed range</th>
<th>Optimal range</th>
<th>Final calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lateral conductivity</td>
<td>$1.0 \times 10^{-6}$–0.01</td>
<td>$6.7 \times 10^{-4}$–$1.9 \times 10^{-3}$</td>
<td>0.00198</td>
</tr>
<tr>
<td>Exp. decrease</td>
<td>0.5–3</td>
<td>0.61–1.56</td>
<td>1.37</td>
</tr>
<tr>
<td>Precipitation lapse rate (m m$^{-1}$)</td>
<td>$1.0 \times 10^{-5}$–0.001</td>
<td>$6.9 \times 10^{-5}$–$3.0 \times 10^{-4}$</td>
<td>0.0002</td>
</tr>
<tr>
<td>Temperature lapse rate (C m$^{-1}$)</td>
<td>$-0.009$–0.0</td>
<td>$-0.0087$–$-0.0079$</td>
<td>$-0.0087$</td>
</tr>
<tr>
<td>Maximum snow albedo</td>
<td>0.8–0.9</td>
<td>0.84–0.89</td>
<td>0.85</td>
</tr>
<tr>
<td>Glacier Albedo</td>
<td>0.3–0.45</td>
<td>0.30–0.35</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Fig. 7. Mean monthly discharge simulated (gray), observed (black dotted), simulated discharge from glacier melt (black), and glacier contribution (red) during the calibration period (1981–1986). The ranges of the simulated data encompass the predictions of five equally ranked optimal parameter sets, indicating uncertainty from parameter selection.

Table 2. Monthly and daily Nash–Sutcliffe efficiency values for simulated streamflow.

<table>
<thead>
<tr>
<th>Time period</th>
<th>N.S.E Monthly</th>
<th>N.S.E Daily</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration (1980–1987)*</td>
<td>0.91–0.93</td>
<td>0.78–0.81</td>
</tr>
<tr>
<td>Validation (1988–2007)</td>
<td>0.87</td>
<td>0.77</td>
</tr>
<tr>
<td>Entire period (1980–2007)</td>
<td>0.86</td>
<td>0.76</td>
</tr>
</tbody>
</table>

* The NSE is calculated from using five optimal parameter sets with equal Pareto ranking.

(August), 3.5 (0.8) m$^3$ s$^{-1}$, as shown in Fig. 7. The combined uncertainty in glacier melt and total streamflow translates to an uncertainty in relative percent glacier contribution of 4% in August.

To further explore uncertainty in the streamflow predictions introduced by the accuracy of the model-predicted glacier cover, a simulation using prescribed glacier extents from satellite estimates (updated at the date of each Landsat scene) was performed and compared with modeled streamflow using the integrated glacio-hydrological model. Running the model with prescribed glacier extents only marginally improved the simulation of streamflow when compared to the dynamic ice extent simulations (Fig. 8). As summarized in Table 3, running the model with prescribed extents slightly improved the NSE to 0.91 for the time period (1986–2007) when compared to the GDM NSE value of 0.90. For consistency, the calibrated parameters from the dynamic configuration were used in the prescribed extent configuration. However, it should be noted that if a separate calibration was conducted using the prescribed extents these comparisons may vary.
Table 3. Model performance statistics for prediction of monthly mean streamflow for different model configurations.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Time period</th>
<th>NSE</th>
<th>RMSE (cms)</th>
<th>Jul. bias (%)</th>
<th>Aug. bias (%)</th>
<th>Sept. bias (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static</td>
<td>1986–2007</td>
<td>0.90</td>
<td>93.4</td>
<td>13</td>
<td>-5</td>
<td>-4</td>
</tr>
<tr>
<td>Dynamic</td>
<td>1986–2007</td>
<td>0.90</td>
<td>92.8</td>
<td>13</td>
<td>-2</td>
<td>-2</td>
</tr>
<tr>
<td>Prescribed</td>
<td>1986–2007</td>
<td>0.91</td>
<td>101.4</td>
<td>16</td>
<td>-2</td>
<td>0</td>
</tr>
</tbody>
</table>

To test the model performance in predicting the spatial variability of snow accumulation, snow course data within the Bow River basin were compared with the simulated SWE, after calibration, for the period of 1980–2007 (Fig. 9). Snow course measurements are conducted several times during the year at two locations (Fig. 2): Bow Summit (2080 m a.s.l.) and Katherine Lake (2380 m a.s.l.). The measurements are reported for the month in which they were conducted but the actual day of observation is unknown. The snow course data at the lower elevation Bow Summit site were accurately reproduced by the model (Fig. 9a), but the model overestimated the maximum SWE at the Katherine Lake site in some years (Fig. 9b). The ratio of simulated mean May SWE to observed mean May SWE is 0.94 and 1.18 for the Bow Summit and Katherine Lake sites, respectively.

The modeled cumulative specific mass balance for Peyto and Bow glaciers are shown in Fig. 10, which compare well with the observed cumulative mass balance observed for Peyto glacier for the same period. The missing values of measured mass balance for 1990 and 1991 for Peyto glacier were filled in using the mean annual mass balance value over the entire period for the calculation of cumulative mass balance. By running the model for 1981–2007, we obtained mean annual mass balance of −812 mm w.e. for the Peyto glacier which agreed well with the observed mass balance of −846 mm w.e. averaged over the same period.

4.2 Role of glacier dynamics on ice cover changes and streamflow response

Comparisons of the predicted ice cover at the end of the melt season each year with the Landsat-derived ice cover are shown in Fig. 11. As discussed in Sect. 3.2, underestimation of glacier extent by the GDM at the end of the spin-up time period is evident near the beginning of the simulation, but the modeled glacier area compares well with the observed glacier area in recent years. To assess the importance of including glacier dynamics in the integrated model, simulations were conducted treating the ice cover as static, (no dynamic ice flow is considered and ice mass is finite). Figure 11 demonstrates the role of glacier dynamics in the accurate simulation of glacier extent in time. Neglecting the flow of ice from higher elevations leads to a decline in glacier area that is greater than observed. The implications of this with respect to the simulation of streamflow, is evidenced in late summer flow (Fig. 10b) with relatively larger August model bias of −5% for simulations with static ice when compared to model bias of −2% when glacier dynamics are included (Table 3).

The effect of glacier melt changes on streamflow dynamics was explored by comparing the difference in simulated and observed mean flow per day of year and glacier melt contribution for the period 1981–2007. The glacier melt contribution to discharge was calculated from the difference in streamflow with and without the simulation of glaciers. We define glacier melt as water derived from the melting of glacier ice, not including snowmelt or rain on the glaciers. The mean glacier melt contribution for each day of the year varied between 11 and 30% in July–September,
Fig. 12. Comparison of simulated mean annual daily discharge with and without glacier model configurations along with glacier melt contribution in the upper Bow River basin for (a) 1981–2007, (b) cold year (1999) and (e) warm year (1998). The daily observed streamflow data were only recorded from May–October since 1987.

with the highest contribution (30%) occurring in late August (Fig. 12a). Figure 12 also compares simulated streamflow with and without the presence of glaciers and the relative contribution of glacier melt for the warmest (1998) and coldest (1999) years. The warmest and coldest years were selected based on the maximum and minimum number of positive degree days, respectively, during the simulation period. In the coldest year (1999), the glacier melt started later in July and the highest contribution to annual flow occurred in late August (15%) (Fig. 12b). For the warmest year (1998), the glacier melt started early in June with more than 40% contribution throughout late summer (July–September), and in August glaciers provided up to 47% of the discharge (Fig. 12c).

Trend analysis was performed using the Mann–Kendall test (Mann, 1945; Kendall and Gibbons, 1962) and Sen’s slope estimator (Sen, 1968). The Mann–Kendall test is a non-parametric test for monotonic trends that assumes independent, identically distributed data (Hirsch and Slack, 1984; Helsel and Hirsch, 1988). The Sen’s slope estimator calculates the slope using the median of all pairwise slopes in the data set. This analysis showed decreasing trends in both simulated summer (−0.14 mm yr\(^{-1}\)) and total annual (−0.10 mm yr\(^{-1}\)) streamflow for the period 1981–2007 (Table 4); the trends however are not statistically significant. Similarly, statistically significant trends were not identified in annual and summer glacier melt, but both exhibit consistent upward trend direction over the simulation period. The downward trend direction in streamflow might be attributable to a decreasing trend in annual precipitation (not statistically significant, \(p\) value of 0.49) and/or a \(\sim 15\%\) decrease in simulated glacier cover. On one hand, the increasing trend direc-

tion in glacier melt contribution to total runoff might be associated with statistically significant upward trends in positive degree days of 0.38 pdd yr\(^{-1}\) and mean annual temperature (0.08 °C yr\(^{-1}\)). However, these trends may have little impact on annual and summer streamflow in a watershed of this size relative to changes in precipitation and evapotranspiration.

5 Discussion

Simulations from the coupled glacio-hydrological model demonstrate that the representation of the influences of dynamic processes of glacier accumulation, ablation, and ice flow, in a distributed hydrology model, improves the prediction of streamflow response with increasing length of simulation. Running the model with prescribed glacier extents reproduced a similar hydrograph as simulated with the glacier dynamic model, with both configurations predicting late summer discharge consistent with the observations (Fig. 8b). The model run with prescribed extents is useful for diagnosing and describing model behavior; however, a major motivation of this study is to progress away from this reliance on external sources of information that may not be available for future prediction (satellite) and may not be directly connected to accumulation and ablation processes (independent model predictions) simulated in the hydrologic model.

The calibrated model performed well when compared to the observed hydrographs for most years but it overestimates the peak summer flow in some years which resulted in overestimation of mean annual daily discharge (Fig. 12b). This overestimation is likely linked to the selection of the precipitation lapse rate, which does not vary in time or space. This lapse rate optimized the simulation of glacier mass balance for Peyto glacier (located north of the drainage area), a primary objective, however, contributed to overestimation of SWE in some years at the higher elevation snow course observation location (Fig. 9b). Additionally, the simple configuration of the ice layer, neglecting the representation of englacial and subglacial storage and routing of melt water, may lead to accelerated transport of water on and through glacier masses resulting in enhanced discharge peaks (Jansson et al., 2003). Future model development efforts should focus on an improved representation of englacial and subglacial routing of melt water to improve streamflow prediction at finer timescales in highly glacierized watersheds. Further attenuation of peak flows may also occur as streamflow is routed through several large lakes in the watershed (Fig. 2). DHSVM does not currently account for storage and routing of water in lakes which may also be contributing to the bias in the model predictions of seasonal peak runoff.

It is important to note that the observations of the multiple hydroclimatic variables used to calibrate and evaluate the model are accompanied by a degree of uncertainty inherent in their measurement. For example, the snow course data are collected at points that may not represent the spatial...
scale of the model (200 m × 200 m grid cell). Stream discharge observations are calculated using measured stage and a stage–discharge relationship which may be less accurate for individual peak flows. Estimates of glacier extent can be influenced by persistent snow cover from anomalously wet/cold winters or atmospheric moisture (only dry years and days of cloud-free conditions were used in the selection of Landsat scenes, reducing this uncertainty to some extent, Appendix A). Quantifying the uncertainties in the measurement of these variables was not included in the scope of this work; however, they could play a role in the performance of the calibrated model.

Additionally sources of errors for simulating streamflow in partially glacierized basins include errors in estimating initial ice thickness distribution which are associated with uncertainty in the mass balance and bed topography (Clarke et al., 2012). A comparison of the distribution of ice after the spin-up period using the estimated bed topography and the surface digital elevation model (SRTM) as the bed topography reveals a difference of less than 0.05 % in extent and 11 % in ice volume. Based on this comparison, we argue that because the ice volume and ice areas are fairly comparable, the hydrologic response is not likely to differ substantially. This is based on the assumption that using surface topography (SRTM) as subglacial topography is likely much worse than any inaccurate estimate of bed topography. Moreover, since there are insufficient data to validate the subglacial bed topography, we assumed that it is correct and only applied adjustments to the mass balance fields that forced the glacier model to grow glaciers in the glacierized parts of the study domain. The adjustment (Sect. 3.2) was made by increasing the mean annual mass balance in the glacierized areas to realistically reproduce the shapes and terminus position of the glaciers under the modern climate condition. This approach results in transitions to larger negative mass balance outside of the historical glacier outlines, leading to potential error in estimated ice thickness at these boundaries. However, evidence of this error is not immediately apparent in the simulations of glacier extent over the historical time period. In this regard, the glacier outlines derived from the 1986 Landsat image were the only indicator of how well the model reproduced the current glacier shapes and ice thickness distribution. The terminus positions of small glaciers, however, were not reproduced very well, causing a small underestimation in the simulated glacier cover at the end of glacier model spin-up run. We found it more important to initialize the ice masses with a mechanistically consistent state using the glacier dynamic spin-up method rather than to match the historical extent with exact precision. Despite the increases in the spatial distribution of mean annual mass, the underestimation by the model of glacier cover might be attributed to the bias in the NARR data reported by other studies for the Canadian Rockies region (Jarosch et al., 2012). Another important source of uncertainty in estimating the initial glacier mass balance information for the glacier model is the assumed value for the DDF, taken as 3.9 mm d\(^{-1}\) °C\(^{-1}\) in our study. This estimate that is based on other studies for Peyto glacier (Radić and Hock, 2011) may not be representative of the glaciers in the Bow River headwaters.

Despite the uncertainty in initial ice thickness and ice cover, incorporating the GDM into DHSVM improved Bow River streamflow predictions. However, over the timescale of this analysis, this improvement is marginal and the differences between model configurations (static ice, prescribed extent, and dynamic ice) are within the magnitude of model error. The change in glacier area within the drainage boundary over the period of analysis (\(\sim 7 \text{ km}^2\)) relative to the total drainage area (422 km\(^2\)) was modest, narrowing the differences in streamflow predicted by the different model configurations. This paper is intended to demonstrate and test the development of the model over the historical time period, rather than to make future predictions. However, the primary value of the model will likely be to project the effects of future climate on the relative contributions of glacier melt and runoff generated from non-glacierized portions of partially glacierized river basins. To evaluate the effect of inclusion of the GDM in an integrated framework over a longer time period, we ran the model for 100 additional years, repeating the climate forcing of 1998–2007. Additionally, a positive linear trend in air temperature resulting in an increase of 3 °C at the end of the 100 years period was applied to the forcing data. It is important to note that the forcing data for this 100 year
Fig. 13. Hypothetical long-term simulation demonstrating the differences of simulated (a) glacier extent within the drainage area (422 km²) and (b) August discharge using the dynamic (black, solid) and static (gray, dashed) model configurations. The models were forced with meteorological data from 1998–2007 that was repeated and perturbed with a linear warming trend (0.03 °C yr⁻¹), creating a 100 years time series.

period are not intended to be an accurate representation of the climate of the next 100 years but rather are for demonstration purposes only.

In Fig. 13, the model configuration that used a static representation (glacier ice in each glacierized grid cell has finite mass; extent is not fixed) and the configuration that includes the representation of dynamic ice flow (lateral cell to cell movement of ice in response to accumulation and ablation) had much larger deviations between model configurations than were apparent using forcings during the period of historical observations (Fig. 8). This is evidenced, for instance, in the simulation of August streamflow shown in Fig. 13 over the course of the 100 years simulation. Without the representation of glacier dynamics, ice accumulating at higher elevations does not flow downslope, which in the real system partially replenishes ice melt losses in ablation areas, leading to more rapid glacier recession (Fig. 13a) and declining late summer streamflow (Fig. 13b). The difference between configurations in predicted August discharge in the last 10 years of the simulation was more pronounced in low flow years (47 %), where glacier melt has high relative contribution, as contrasted with high flow years (16 %). By the end of the 100 years period August discharge in low flow years using the dynamic and static model configurations was decreased by 19 and 60 %, respectively, as compared with the low flows predicted in the initial decade of the simulation. These results indicate the potential for large over-predictions of reductions in future low flows in model configurations that lack a representation of dynamic ice flow. Furthermore, the deviation between model configurations was most evident beyond the first 20 years of simulation. While this finding may seem intuitive, the results highlight the timescale for which representing glacier dynamics is important. This timescale, however, is expected to vary with local environmental attributes and climatic forcing.

6 Conclusions

We have documented the integration of a spatially distributed GDM with the distributed hydrology soil–vegetation model (DHSVM) and used the integrated model to investigate the effect of glacier recession on streamflow over the last three decades in the partially glacierized upper Bow River basin, Alberta, Canada. Despite uncertainty in our initial ice thickness distribution and glacier extent estimate, the integrated model was better able to capture how climate variations cause changes in glacier cover and streamflow dynamics. Thus, the model more accurately predicts the glacier melt contribution to streamflow when compared with model simulations without glaciers or simulations that consider ice to be static. Using the integrated model to simulate glacier effects on streamflow variations over the last three decades, we have shown that

1. On average, from 1981–2007, the glacier melt contribution to Bow River streamflow is approximately 22 % in summer. This contribution, however, can increase up to 47 % in August for warm and dry years, whereas in cold years, the August glacier melt contribution can be as small as 15 %, and is delayed by about a month.

2. Despite the simulated 15 % decrease in glacier cover over the period of 1981–2007, no statistically significant trends were observed in annual and summer runoff. The downward trend direction in summer and total streamflow, however, might be associated with a combined effect of decreases in glacier cover and precipitation.

3. The differences in model configurations of glacier mass (static and dynamic ice) are modest over the historical period of analysis. However, under a hypothetical warming climate, over the course of 100 years the static ice assumption resulted in differences in predicted August streamflow by as much as 47 %.

Our findings illustrate that under an extreme future climate condition in which all glaciers disappear, late summer discharge could be reduced substantially. These changes will have important implications for water availability in dry- and low-flow seasons in future decades, on both local and regional scales. Predicting when glacier volume reaches the limiting point when dry season streamflows are no longer enhanced, will be critical for future planning for downstream water management and should be a focus of future glacio-hydrologic investigations in the region.
Table A1. Dates of acquisition of Landsat 5 scenes used in this study.

<table>
<thead>
<tr>
<th>No</th>
<th>Landsat 5 TM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28 August 1986</td>
</tr>
<tr>
<td>2</td>
<td>27 September 1991</td>
</tr>
<tr>
<td>3</td>
<td>2 August 1994</td>
</tr>
<tr>
<td>4</td>
<td>7 September 1998</td>
</tr>
<tr>
<td>5</td>
<td>15 September 2001</td>
</tr>
<tr>
<td>6</td>
<td>13 August 2004</td>
</tr>
<tr>
<td>7</td>
<td>16 September 2007</td>
</tr>
<tr>
<td>8</td>
<td>12 September 2009</td>
</tr>
<tr>
<td>9</td>
<td>26 August 2011</td>
</tr>
</tbody>
</table>

Appendix A

Glacier mapping methodology

The suitability of satellite imagery for estimation of glacier extent depends on cloud cover, the date of acquisition, and the effects of seasonal snow. For this study, we selected (nearly) cloud-free scenes that were acquired late in the dry season (August or September) when seasonal snow was assumed to be at a minimum. We used imagery from two sensors: Landsat 2 Multispectral Scanner (MSS) and Landsat 5 Thematic Mapper (TM). Although the Landsat satellites have relatively short repeat cycles (e.g., 16 days for TM), the presence of cloud cover in mountain environments and the seasonal limitation make it difficult to acquire multiple images for any one year.

We selected nine scenes for analysis from the following years: 1986, 1991, 1994, 1998, 2001, 2004, 2007, 2009 and 2011 (Table A1). All scenes were downloaded from the United States Geological Survey (USGS) Earth Resources Observation and Science (EROS) Center, and were already orthorectified and projected. For all Landsat scenes used in this study, the elevation source for orthorectification was the Global Land Survey (GLS) 2000 data set. All scenes were projected (by EROS) to the North American Datum (NAD) 1983 coordinate system, zone 11N.

We converted Landsat TM digital numbers (DN) to top-of-atmosphere (TOA) radiance using preprocessing tools in ENVI v.4.8. We then converted top-of-atmosphere radiance to surface reflectance using the atmospheric correction model Second Simulation of a Satellite Signal in the Solar Spectrum (6S; http://6s.ltdri.org/) (Vermote et al., 1997). For each correction, we set the target altitude to 2.5 km above sea level, which is approximately the lowest glacier terminus elevation in the basin.

Similar to a previous study in this region (Bolch et al., 2010), we used the ratio of Landsat band 3 to band 5 to map glaciers:

$$\frac{b3}{b5} = \frac{\rho_{\text{VIS}}}{\rho_{\text{NIR}}}.$$  \hspace{1cm} (A1)

where $\rho_{\text{VIS}}$ is the reflectance in the visible part of the electromagnetic spectrum (specifically Band 3 for Landsat TM) and $\rho_{\text{NIR}}$ is the reflectance in the near-infrared portion of the electromagnetic spectrum (specifically Band 5 for Landsat TM). Paul et al. (2007) found that this method worked well for mapping ice in shadows, although it tends to misclassify water bodies. We created an elevation mask to remove water bodies below 2000 m.

The ratio was computed in ENVI using bands that had been atmospherically corrected. We used GIS to reclassify the resulting calculation into glacier and non-glacier. Next, reclassified rasters were converted to polygons using GIS. Similar to other studies (e.g., Bolch et al., 2010; Racoviteanu et al., 2008), we deleted patches of snow and ice that were smaller than 0.1 km$^2$. Finally, obvious mapping errors, such as lakes above the 2000 m elevation mask, were deleted.
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