Swath-altimetry measurements of the main stem Amazon River: measurement errors and hydraulic implications
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Abstract. The Surface Water and Ocean Topography (SWOT) mission, scheduled for launch in 2020, will provide a step-change improvement in the measurement of terrestrial surface-water storage and dynamics. In particular, it will provide the first, routine two-dimensional measurements of water-surface elevations. In this paper, we aimed to (i) characterise and illustrate in two dimensions the errors which may be found in SWOT swath measurements of terrestrial surface water, (ii) simulate the spatio-temporal sampling scheme of SWOT for the Amazon, and (iii) assess the impact of each of these on estimates of water-surface slope and river discharge which may be obtained from SWOT imagery. We based our analysis on a virtual mission for a ∼260 km reach of the central Amazon (Solimões) River, using a hydraulic model to provide water-surface elevations according to SWOT spatio-temporal sampling to which errors were added based on a two-dimensional height error spectrum derived from the SWOT design requirements. We thereby obtained water-surface elevation measurements for the Amazon main stem as may be observed by SWOT. Using these measurements, we derived estimates of river slope and discharge and compared them to those obtained directly from the hydraulic model. We found that cross-channel and along-reach averaging of SWOT measurements using reach lengths greater than 4 km for the Solimões and 7.5 km for Purus reduced the effect of systematic height errors, enabling discharge to be reproduced accurately from the water height, assuming known bathymetry and friction. Using cross-sectional averaging and 20 km reach lengths, results show Nash–Sutcliffe model efficiency values of 0.99 for the Solimões and 0.88 for the Purus, with 2.6 and 19.1 % average overall error in discharge, respectively. We extend the results to other rivers worldwide and infer that SWOT-derived discharge estimates may be more accurate for rivers with larger channel widths (permitting a greater level of cross-sectional averaging and the use of shorter reach lengths) and higher water-surface slopes (reducing the proportional impact of slope errors on discharge calculation).

1 Introduction

The hydrological cycle is of fundamental importance to life and society and river gauges have long formed a basis of our hydrological understanding, often providing real-time measurement capabilities of river stage or discharge and information for water management and flood warning. Yet existing in situ gauge networks are unevenly distributed globally, with a distinct lack of measurements obtained in developing countries, particularly for areas with low population (Vorosmarty et al., 2001; Shiklomanov et al., 2002). In addition, gauging stations are highly variable in their accuracy and are under threat. The United States has around 7000 stream gauges but, nevertheless, more than 20 % of basins are not gauged adequately (USGS, 1998), contributing to an insufficient knowledge of available national water resources (NSTC, 2004). Over the latter half of the 20th century, increasing numbers of gauging stations in the United States with 30 or more years...
of recording were discontinued each year; in the mid-1990s, this represented about 4% of the long-record stations being discontinued (USGS, 1998). The situation globally is substantially worse than in the United States, with much of the globally significant discharge occurring in sparsely gauged catchments (Alsdorf et al., 2003). The gauge density in the Amazon, expressed as number of gauges per unit of discharge, is around 4 orders of magnitude less than what is typical in the eastern United States (Alsdorf et al., 2007b). Worldwide, Fekete and Vörösmarty (2007) indicated that the number of data available through the Global Runoff Data Centre (GRDC) is in sharp decline, and now stands at less than 600 discharge monitoring stations, down from a peak of around 5000 in 1980.

Remote sensing has been shown to be a valuable addition to ground-based gauges, with the added benefit of being able to reduce data access issues in international river basins, which contribute to greater than 50% of global surface flows (Wolf et al., 1999) and where obtaining information about upstream flows can be politically challenging (e.g. Hossain et al., 2007). Satellite altimetry, in particular, has been used extensively to obtain water elevations of inland river and lake systems, including data from the European remote sensing (ERS) satellite, TOPEX/Poseidon, Envisat and Jason 1 and 2 (e.g. Berry et al., 2005; Birkett, 1998). For example, Birkett et al. (2002) used TOPEX/Poseidon altimetry data to analyse surface-water dynamics along the Amazon River and characterised the spatially and temporally variable surface-water gradient as between 1.5 cm km$^{-1}$ downstream and 4.0 cm km$^{-1}$ upstream. Satellite altimetry has also been used to estimate river discharge. Birkinshaw et al. (2012) estimated discharge for the Mekong and Ob rivers using ENVISAT altimetry over 50 km river reaches, based on the Manning’s resistance formulation of Bjerkli et al. (2003), and were able to obtain Nash–Sutcliffe efficiency values of 0.86–0.90. Papa et al. (2012) used Jason-2 altimetry data to estimate flux from the Ganga and Brahmaputra rivers, based on in situ rating curves relating water elevation to discharge, and obtained errors of 13 and 6.5%, respectively.

A limitation of profiling satellite altimetry for the analysis of river hydrology is that the nadir viewing geometry and narrow field of view leads to an incomplete coverage and a long revisit time. Currently operational satellite altimeters include the Ocean Surface Topography Mission (OSTM) on the Jason-2 platform (Lambin et al., 2010) which, as with its predecessors Jason-1 and TOPEX/Poseidon, has an orbital repeat time of around 10 days and a ground track spacing of 315 km at the Equator (Seyler et al., 2013). For rivers in the Amazon basin, the OSTM altimeter has been found by Seyler et al. (2013) to have a mean root mean square error (RMSE) of $±0.31$ m for rivers over 400 m wide. Using two parallel tracks to calculate water-surface slope, as is needed for the estimation of instantaneous discharge in the absence of in situ rating curves, this RMSE would lead to a maximum water-surface slope error of around 2 mm km$^{-1}$ (calculated using $2 \times 0.31$ m/315 km). However, this represents an average slope over a large river distance and does not reflect the likely spatial variability or curvature in the water surface due to a coarse spatial resolution. Although ascending and descending tracks may be combined to better represent this variability, errors in the estimate of water-surface slope and, hence, discharge would increase. In addition, to calculate water-surface slope, temporal interpolation of data in different tracks is needed, increasing errors particularly for smaller rivers with higher temporal variability or during periods of highly variable flow, such as flood events.

These limitations mean that, for the majority of rivers, satellite altimetry does not provide sufficient detail to capture the full spatial or temporal complexity of river hydrology. Profiling altimetry was shown by Alsdorf et al. (2007b) to entirely miss 32% of rivers in a global database, compared to only 1% of rivers being missed by an imager (based on the Terra 16-day repeat cycle, 120 km swath, $\sim 98^\circ$ inclination and sun-synchronous orbit).

Similar to river gauges, measurements obtained by profiling altimetry are usually spatially one-dimensional (i.e. they are either at one point or represent a full channel cross section), meaning that no information on water-surface area or two-dimensional patterns in water-surface slope is provided. However, synthetic aperture radar (SAR) interferometry work by Alsdorf et al. (2007a) has shown that water flow is both spatially and temporally complex, requiring two-dimensional, multi-temporal measurements to be captured sufficiently. This means that our current, operational remote sensing has limited capability with regard to an important component of the water surface (Alsdorf et al., 2007b). Remote sensing has been used with some success to characterise hydraulic variables including surface-water area and elevation, water slope and temporal changes. However, none of the existing technologies are able to provide each commensurately, as needed to model accurately the water cycle (Alsdorf et al., 2007b).

The forthcoming Surface Water and Ocean Topography (SWOT) mission (Durand et al., 2010) aims to overcome existing limitations in remote sensing by using a swath-altimetry approach to measure surface-water elevation in two dimensions, providing both surface-water area and elevation simultaneously. Such measurements may allow water-surface slopes to be derived instantaneously and, therefore, potentially could provide estimates of river and floodplain discharge. The main objective of the work presented in this paper was to investigate the hydraulic implications of potential measurement errors in SWOT imagery (independently to other potential errors) for a reach of the main stem Amazon River and one of its tributaries.
2 The surface water and ocean topography mission

Recommended for launch by the National Research Council Decadal Survey (NRC, 2007), SWOT will provide a substantial improvement in the availability of data on terrestrial surface-water storage and dynamics, achieving near-global water elevation measurements in large rivers and their large floodplains. The SWOT sensor is a Ka-band radar interferometer which will allow mapping of surface-water extent and elevation at a spatial resolution of around 70–250 m, at centimetric vertical precision when averaged over targets of interest, every 2–11 days depending on the latitude (Durand et al., 2010; Rodríguez, 2014). Thus, SWOT will provide the first, routine two-dimensional measurements of water-surface elevation, allowing for the analysis of floodplain hydrodynamics and the estimation of river discharge. While SWOT will not replace a ground-based river gauge network, it will allow large ungauged rivers to be sampled and increase the level of detail and availability in river flow estimates. In addition, the two-dimensional measurements of surface water provided by SWOT will allow the detailed observation of floodplain and wetland hydrodynamics (Durand et al., 2010).

The approach used by SWOT is similar to that of LeFavour and Alsdorf (2005) and Kiel et al. (2006), who used Shuttle Radar Topography Mission (SRTM) elevation data of the water surface to obtain slopes of the Amazon and Ohio rivers and, subsequently, to estimate channel discharge. However, for the Amazon, LeFavour and Alsdorf (2005) found vertical errors of 5.51 m in water-surface elevations from C-band SRTM data, meaning that a long-reach length of 733 km was required to reduce errors in derived water-surface slopes to 1.5 cm km$^{-1}$ for the accurate estimation of channel discharge (6.2 % error at Manacapuru; 7.6 % at Itapeua). For SWOT, the science requirements are for a vertical precision of 10 cm in measurements of water-surface elevation and derived water-surface slopes with errors of no more than 1 cm km$^{-1}$ when averaged over a 10 km reach length (Rodríguez, 2014). For comparison, using the simple method of LeFavour and Alsdorf (2005) to determine an appropriate reach length (2\(\sigma/S_{\text{min}}\), where \(\sigma\) denotes the vertical precision of the measurements and \(S_{\text{min}}\) denotes the minimum slope required), indicates that, using a SWOT vertical precision of 10 cm, to achieve water-surface slope errors of no more than 1 cm km$^{-1}$, reach lengths of 20 km may be required and for 1.5 cm km$^{-1}$, reach lengths of 13.3 km. However, this simple method may be overly conservative and does not take into account the potential for averaging over channel cross sections. In this paper, we explore the implications of the SWOT science requirements on the derivation of water-surface slope and subsequent estimation of channel discharge.

2.1 Virtual mission

We used a virtual mission study of two-dimensional observations of water-surface elevation as may be obtained by SWOT, for the estimation of discharge on a ~260 km reach of the central Amazon River (Solimões) and one of its tributaries (Purus) in Brazil (Fig. 1a). The Amazon is a globally significant river, carrying around 20 % of total global continental runoff (Richey et al., 1989) with a monomodal flood pulse passing annually down the river. The middle reaches of the Amazon are characterised by very low water-surface slopes of between 1 and 3 cm km$^{-1}$ and significant backwater effects (Meade et al., 1991). In the study site, peak channel discharge of the Amazon is around 120 000 m$^3$ s$^{-1}$, and the channel width varies between approximately 2 and 5 km. Close to its confluence with the Amazon, the Purus is characterised by extremely low water-surface slopes (less than 1 cm km$^{-1}$) and substantial backwater effects from the main channel. Peak channel discharge is around 18 000 m$^3$ s$^{-1}$, with channel width varying between 0.6 and 1.7 km.

The combination of low water-surface slope combined with high discharge in these rivers makes the estimation of discharge from SWOT challenging since water-surface slope errors may have a proportionately large impact. Here, we assessed the likely accuracy which may be possible, assuming knowledge of other factors such as channel geometry. Specifically, we aimed to (i) characterise and illustrate in two dimensions the errors which may be found in SWOT swath-altimetry measurements of terrestrial surface water; (ii) simulate the spatio-temporal sampling scheme of SWOT for the Amazon; and (iii) assess the impact of each on estimates of water-surface slope and river discharge which may be obtained from SWOT imagery. Note that, presently, the performance of the SWOT instrument in the case of flooded vegetation is unknown; thus, throughout this paper the words floodplain and wetland make reference to conditions with a clear view of the sky and without flooded vegetation.

We utilised the hydrodynamic model of Wilson et al. (2007) and Trigg et al. (2009) for the same reach of the Amazon. We used this model to generate water-surface elevation truth images for a 22-month period comprising more than a full flood cycle (Fig. 1b–c). These truth images were then temporally sampled to match the orbital characteristics of SWOT, and 2-D errors as defined by the SWOT design requirements were added. Thus, we obtained estimates of surface-water heights as may be observed by SWOT. From both the truth images and the simulated SWOT observations, estimates of river slope and discharge were then derived. A schematic summary of the virtual mission and methods used is shown in Fig. 2, with details provided in the following section.
Figure 1. Study area: (a) location of site in the central Amazon, Brazil; (b) Solimões and (c) Purus inflow hydrographs; and (d) SRTM elevation fused with river bathymetry used in the hydraulic model.

3 Methods

3.1 Generation of water-surface truth images from hydrodynamic modelling

In order to generate water elevation truth images, the hydrodynamic model code LISFLOOD-FP (Bates and De Roo, 2000) was used. LISFLOOD-FP consists of a 1-D representation of the river channel which is comprised of a series of channel cross sections and a 2-D floodplain representation. The formulation of LISFLOOD-FP used here was the one-dimensional diffusive wave formulation of Trigg et al. (2009) for channel flow (floodplain flow was excluded), allowing complex channel bathymetry and back propagation of flow. A detailed series of rectangular channel cross sections were used (124 for the Solimões and 48 for the Purus), with an average along-channel spacing of 2.4 km and each representing the average bed elevation for that location. Channel flow was implemented in the form:

\[ \frac{\partial Q}{\partial x} + \frac{\partial A}{\partial t} = q, \]  

\[ S_0 - n^2 P^{4/3} Q^2 A^{10/3} - \left[ \frac{\partial y}{\partial x} \right] = 0, \]

where \( Q \) is the volumetric flow rate in the channel, \( A \) the cross-sectional area of the flow, \( P \) is the wetted perimeter (approximated by channel width), \( n \) is the Manning friction coefficient, \( S_0 \) is the channel bed slope, \( q \) is the lateral flow into and out of the channel, \( y \) is the channel depth, \( x \) is the
distance along the river and \( t \) is time (Trigg et al., 2009). Note that \( S_0 \) is written so that it is greater than zero in the usual case where the bed elevation decreases in the downstream direction. The diffusion term, \( \left[ \frac{\partial y}{\partial x} \right] \), allows channel flow to respond to both the channel bed slope and the water-surface slope. This diffusive wave approximation of the full 1-D Saint Venant equations is solved using an implicit Newton–Raphson scheme.

In order to create truth images of water-surface elevation (\( h_{\text{TRUE}} \)), 1-D channel water elevations were first mapped onto channel cross sections perpendicular to the channel centreline. Across each cross section, the elevation value of the channel centre was maintained; however, where two or more cross sections coincided (within 100 m), the arithmetic mean of each was used. The resulting set of cross sections were then interpolated onto a 2-D regular grid using a nearest-neighbour method at a spatial resolution of 100 m. This was selected to approximately match the design requirements of SWOT as specified by Rodríguez (2014), although resolution will vary across the swath. While this method excluded potential minor cross-channel variation in water-surface elevation, variation along channel was incorporated fully, including any backwater effects.

Upstream boundary conditions (channel discharge) for the Solimões (Fig. 1b) and Purus (Fig. 1c) were derived from rating curves and river stage measurements at in situ gauges at Itapeua and Aruma (Fig. 1a), respectively, using data provided by the Agência Nacional de Águas (ANA), Brazil, for the period 1 June 1995 to 31 March 1997. River stage measured at Manacapuru was used as the downstream boundary condition. The model developed allowed the inclusion of a detailed river bathymetry (Fig. 1d), obtained in a field survey by Wilson et al. (2007) and described in detail by Trigg et al. (2009). In the study reach, the Solimões varies in width from around 1.6–5.6 km, with minimum bed elevation between –26.5 and 8.0 m (vertical datum: EGM96); the width of the Purus varies from 0.6 to 1.7 km, with minimum bed elevation between –9.8 and 9.5 m. Friction parameters for the model were obtained through a calibration based on the minimisation of RMSE calculated from river levels from four gauging stations internal to the model domain and model water-surface elevation obtained at a temporal resolution of 12 h (Trigg et al., 2009).

3.2 Obtaining SWOT observations

Water-surface elevations obtained from LISFLOOD-FP were used as truth onto which SWOT sampling and errors could be added, thereby allowing us to assess their hydraulic implications. Water surfaces were obtained from the model according to the SWOT spatio-temporal sampling scheme from an orbit with 78° inclination, 22-day repeat, 97 km altitude, and 140 km swath width. The reach length was sufficient to be covered by six swaths in total in each 22-day cycle (three ascending, three descending), with each ground location being observed two or three times (Fig. 3a). Since the site is close to the Equator, this represents the minimum frequency in sampling which may be obtained by SWOT.

Onto the water-surface images, errors were added based on a two-dimensional height error spectrum derived from the SWOT design requirements (Fig. 3b). Two-dimensional spatially correlated SWOT errors were generated by inverse Fourier transform of the design requirements error spectrum (Rodríguez, 2014). Separate error fields each at 500 m spatial resolution (resolution limited by computational power) were generated for each overpass in order to include long-wavelength errors. Error fields were then resampled to model resolution (100 m), adding random noise in order to ensure that the total error variance (spectral, integral of the design requirements error spectrum) was correct.

We thereby obtained water-surface elevation measurements for the Amazon main stem as may be observed by SWOT, incorporating both spatially correlated and spatially random errors. Using these measurements, we derived estimates of river slope and discharge and compared them to those obtained directly from the hydraulic model. For completeness, we also compared discharge computed directly from the model output, i.e. the water-surface slope prior to
adding slope errors. This allowed us to characterise the error in water-surface slope and discharge estimates from both the SWOT spatio-temporal sampling scheme and from the instrument measurement error.

3.3 Calculation of slope and discharge from water-surface elevations

Initially, single-pixel SWOT water-surface elevation measurements \( h_{\text{SWOT OBS}} \) were extracted along the channel centerline and used to calculate water-surface slope \( S_{\text{SWOT OBS}} \). Note that the water-surface slope is mathematically equal to the sum of the bed slope \( S_0 \) and downstream changes in water depth \( \frac{\partial y}{\partial x} \):

\[
S = S_0 - \frac{\partial y}{\partial x}
\] (3)

\( S \) was derived by along-reach averaging through the fitting of 1-D polynomials using least-square estimation to moving windows placed on the surface-water heights:

\[
S = -\frac{\sum xh - k\bar{h}}{\sum x^2 - k\bar{x}^2},
\] (4)

where \( k \) is the number of data points included in the moving window and \( x \) is the distance of the water elevation observation, \( h \), along the channel; the negative sign constrains the slopes to be greater than zero in the usual case when \( h \) is decreasing in the downstream direction. The size of the moving windows used ranged from 0.5 up to 20 km, with larger windows leading to greater along-channel smoothing of the data. This process was then repeated using cross-sectional averages of SWOT water elevation measurements \( h_{\text{SWOTXS}} \), extracted by taking the arithmetic mean of pixels across channel in a direction perpendicular to the channel centerline. Note that, while this may effectively reduce the random errors present, due to the inclusion of spatially correlated errors in the SWOT water elevations, this process may not necessarily lead to an improved estimate of discharge.

\( S_{\text{SWOTXS}} \) was calculated from \( h_{\text{SWOTXS}} \) in the same way as \( S_{\text{SWOT OBS}} \). For comparison and to assess accuracy of derived estimates of \( Q \), true slope \( S_{\text{TRUE}} \) was also calculated using water-surface elevation truth images \( h_{\text{TRUE}} \) using Eq. (4).

For each water-surface slope \( S_{\text{SWOT OBS}} \), \( S_{\text{SWOTXS}} \), \( S_{\text{TRUE}} \) at each reach length, discharge along the length of the channel was derived, following the method of LeFavour and Alsdorf (2005):

\[
Q = \frac{1}{n} wy^{5/3} S_{1/2},
\] (5)

where \( w \) is the reach-averaged channel width, \( y \) is the reach-averaged river depth and \( S \) is the overall water-surface slope. In this paper, we assume that channel friction, width, and bed elevation are known. Thus, the focus here is on the impact of errors in observations of water-surface elevation and the derived estimates of water-surface slope on the estimation of discharge. Errors in \( Q \) were approximated using first-order error propagation, via a Taylor series expansion:

\[
\sigma_Q \approx \frac{\partial Q}{\partial S} \sigma_S = \frac{1}{2} Q \frac{\sigma_S}{S}.
\] (6)

Note that here we have isolated the uncertainty in \( Q \) that derives from \( S \). Hydrographs of discharge over time for given points on the channel were then extracted, with the temporal frequency of these determined by the SWOT sampling scheme. Thus, for most locations on the channel, two values of \( Q \) were available in each 22-day cycle.

3.4 Accuracy assessment of SWOT-derived discharge

In addition to the discharge error approximation \( \sigma_Q \) calculated in Eq. (6), hydrographs of channel discharge obtained using along-reach averaging \( Q_{\text{SWOT OBS}} \) and with added cross-sectional averaging \( Q_{\text{SWOTXS}} \) were directly compared to hydrographs obtained using the true water-surface elevation \( Q_{\text{TRUE}} \). RMSE was calculated for each hydrograph using

\[
\text{RMSE} = \sqrt{\frac{\sum_{t=1}^T (Q_{\text{TRUE}}^t - Q_{\text{PRED}}^t)^2}{T}},
\] (7)

where \( Q_{\text{TRUE}}^t \) is the observed channel discharge derived from true water-surface elevations at time \( t \), \( Q_{\text{PRED}}^t \) is channel discharge derived from SWOT observations (either \( Q_{\text{SWOT OBS}} \) or \( Q_{\text{SWOTXS}} \)), and \( T \) is the number of data in the time series. RMSE was then expressed as a percentage of mean \( Q_{\text{TRUE}}^t \):

\[
\text{CV}_{\text{RMSE}} = \text{RMSE} \cdot \left( \frac{Q_{\text{TRUE}}}{Q_{\text{TRUE}}} \right)^{-1}.
\] (8)

Finally, the Nash–Sutcliffe model efficiency coefficient (Nash and Sutcliffe, 1970) was calculated using:

\[
E = 1 - \frac{\sum_{t=1}^T (Q_{\text{TRUE}}^t - Q_{\text{PRED}}^t)^2}{\sum_{t=1}^T (Q_{\text{TRUE}}^t - Q_{\text{TRUE}}^t)^2},
\] (9)

where values of \( E \) range between \(-\infty \) and 1.0, with 1.0 indicating a perfect match between \( Q_{\text{TRUE}} \) and \( Q_{\text{PRED}} \), and values less than zero indicating that the mean of \( Q_{\text{TRUE}} \) is a better predictor of true channel discharge than \( Q_{\text{PRED}} \) (Legates and McCabe, 1999). Generally, values of \( E \) between 0.0 and 1.0 are considered as acceptable levels of performance (Moriasi et al., 2007).

4 Results and discussion

4.1 Model output and generation of SWOT images

The LISFLOOD-FP model was run for the full 22-month period between 1 June 1995 and 31 March 1997, taking around...
82 h to complete on a dual-processor compute server. The Manning’s friction coefficient, $n$, was used was 0.032 for the Solimões and 0.034 for the Purus, obtained from model calibration by Trigg et al. (2009). The overall RMSE of the model ranged between 0.1 and 0.9 m (please see Trigg et al., 2009, for details). Model validation consisted of a comparison of model water levels with an independent set of satellite altimetry data, with RMSE found to be 1.26 and 1.42 m for the Solimões and Purus rivers, respectively (Trigg et al., 2009).

One-dimensional channel profiles outputs from the LISFLOOD-FP model are shown in Fig. 4 for low water (15 September 1995) and high water (21 June 1996), including the water-surface elevation, water-surface slope and channel discharge, and are summarised in Table 1. There was substantial along-channel variation in water-surface slope and channel discharge for the both the Solimões and the Purus at low and high water. This along-channel variability may make the accurate estimation of discharge using reach-averaged estimates of slope a considerably greater challenge.

Figure 5 indicates water elevation at the upstream and downstream ends of the Solimões and Purus reaches and average water-surface slopes throughout the 22-month simulation period. Generally, water-surface slope is lowest during the falling limb of the hydrograph and highest during the rising limb. Average water-surface slope for the Solimões rose quickly to its maximum level of 2.9 cm km$^{-1}$ during the low water period (September to November, 1995), immediately after the river level at the upstream end of the channel started to rise. The maximum water-surface slope in the Purus of 1.29 cm km$^{-1}$ occurred during the low water period (October, 1995), when backwater effects from the main Solimões channel were less important.

As detailed in Sect. 3.2, truth images of water-surface elevation, $h_{[\text{TRUE}]}$, were generated from LISFLOOD-FP according to the SWOT spatio-temporal sampling scheme and 2-D errors were then added to these according to the 2-D SWOT science requirements height error spectrum, providing SWOT images of water-surface height observations, $h_{[\text{SWOT}]}$. Over the 22-month simulation period, there were a total of 29 orbit cycles (of 22 days each and including six overpasses of the domain; see Fig. 3a) providing, in total, 174 images of $h_{[\text{SWOT}]}$. An example set of six overpasses from a SWOT orbit cycle at high water (cycle 18) is shown in Fig. 6, illustrating the extent of the channel which may be observed. Note that here we are focused on the main channels and have not attempted to map water elevations in the floodplain forest. A detailed inset image of the Purus/Solimões confluence for cycle 18, overpass 6 is shown in Fig. 7, illustrating the image of $h_{[\text{SWOT}]}$ alongside the corresponding image of $h_{[\text{TRUE}]}$ and 2-D SWOT height errors.

Values of SWOT water-surface height observations were extracted from images of $h_{[\text{SWOT}]}$ along the channel centerline and, in addition, averages of channel cross sections taken perpendicular to the channel centerline were calculated ($h_{[\text{SWOTXS}]}$), plotted against distance downstream for high water (cycle 18) in Fig. 8. In these profiles, the tighter clustering of the cross-sectional averages to the true channel water elevation profile indicates that by taking a cross-sectional average, errors in water-surface height observations were reduced (assuming no bias in the estimation of water-surface elevation).

### 4.2 Water-surface slopes

Figure 9 illustrates along-channel water-surface slope as calculated using $h_{[\text{SWOTXS}]}$ for high water (cycle 18, overpass 6), using reach lengths between 5 and 20 km. As the length of averaging increased, errors in $S_{[\text{SWOTXS}]}$ reduced substantially when compared to $S_{[\text{TRUE}]}$. Overall error in the estimation of water-surface slope decreased quickly with increasing reach lengths (Fig. 10): for the Solimões, without averaging across channel ($S_{[\text{SWOTBS}]}$) and with a short reach lengths of 0.5 km, errors in slope were high at 86.4 cm km$^{-1}$. These errors dropped quickly as more data were included in the estimation of slope, reducing to 0.33 cm km$^{-1}$ at 20 km. Averaging across channel in addition to along-reach lengths ($S_{[\text{SWOTXS}]}$) led to a further drop in errors, with 0.09 cm km$^{-1}$ error at 20 km reach lengths. Slope errors were similar for the Purus without cross-sectional averaging (91.0 cm km$^{-1}$ at 0.5 km; 0.31 at 20 km), and were moderately higher than the Solimões with cross-sectional averaging (0.13 cm km$^{-1}$ at 20 km) due to the narrower channel width (Table 2). The science requirement for the SWOT sensor is that river slopes are measured with errors less than 1 cm km$^{-1}$ when averaged for a 10 km reach length (Rodríguez, 2014). As expected from the methods used, for both the Solimões and Purus, without cross-sectional averaging ($S_{[\text{SWOTBS}]}$), reach lengths of ~10 km were required to achieve this level of accuracy; with cross-sectional averaging ($S_{[\text{SWOTXS}]}$), accuracies better than ~1 cm km$^{-1}$ were achieved using shorter reach lengths of ~4 and ~5 km for the Solimões and Purus, respectively. For 10 km reach lengths, incorporating cross-sectional averaging, water-slope errors of 0.26 and 0.37 cm per km, respectively, were achieved.

---

**Table 1.** Summary of along-channel variability in modelled water-surface slope and channel discharge at low and high water.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Water level</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solimões</td>
<td>Slope</td>
<td>Low</td>
<td>0.15</td>
<td>9.57</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>0.69</td>
<td>7.43</td>
<td>2.19</td>
</tr>
<tr>
<td></td>
<td>Discharge</td>
<td>Low</td>
<td>19765</td>
<td>32088</td>
<td>26346</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>69918</td>
<td>116030</td>
<td>97783</td>
</tr>
<tr>
<td>Purus</td>
<td>Slope</td>
<td>Low</td>
<td>−0.12</td>
<td>4.99</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>0.17</td>
<td>3.01</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>Discharge</td>
<td>Low</td>
<td>−2649</td>
<td>5314</td>
<td>958</td>
</tr>
<tr>
<td></td>
<td></td>
<td>High</td>
<td>6665</td>
<td>19276</td>
<td>13466</td>
</tr>
</tbody>
</table>

---

4.3 Channel discharge

In Fig. 11, along-channel discharge estimates for high water (cycle 18, overpass 6) are shown for $Q_{[SWOTXS]}$ using reach lengths between 5 and 20 km. As with errors in slope, as reach lengths increased, the errors in estimated discharge decreased. The LISFLOOD-FP modelled discharge ($Q_{[MODEL]}$) is also shown for reference. Note that $Q_{[TRUE]}$ is different to $Q_{[MODEL]}$ since it does not take into account the full diffusive wave approximation of the Saint Venant equations (Sect. 3.1) and is a reach-length average rather than an instantaneous discharge for a particular location.

Using reach lengths of 20 km, full discharge hydrographs were constructed for $Q_{[SWOTXS]}$ for several locations along the Solimões and Purus channels, and are compared to hydrographs for $Q_{[TRUE]}$ and $Q_{[MODEL]}$ in Fig. 12. $Q_{[SWOTXS]}$
Figure 6. SWOT water elevation measurements derived from hydraulic model output (Figs. 4 and 5) and science requirements (Fig. 3) for cycle 18 (at high water), for each of the six overpasses during the 22-day cycle. The box shown in overpass 6 indicates the area shown in detail in Fig. 7.

Figure 7. (a) Detail of 2-D SWOT water-surface elevation for cycle 18, overpass 6 (left) and corresponding “truth” water surface (right) with added 1 cm contours. Cross sections of water-surface elevation between points A and B are shown for illustrative purposes ($h_{\text{SWOTOBS}}$ is the solid red line; $h_{\text{TRUE}}$ is the dashed grey line). (b) 2-D SWOT errors generated by inverse Fourier transform of the spectrum (see Fig. 3b).
matched \(Q_{\text{TRUE}}\) well throughout the 22-month hydrograph, including both rising and falling flood wave. As with slope errors, the error in estimated discharge dropped quickly as the length of reach-length averaging increased (Fig. 13). Without averaging water-surface elevations across channel \(Q_{\text{SWOTURBS}}\), errors (CV) were 48.5\% of the mean Solimões discharge at 5 km reach lengths, reducing to 9.7\% at 20 km. Averaging across channel in addition to along-reach lengths \(Q_{\text{SWOTXS}}\) led to a further drop in errors, with 22.2\% error at a reach lengths of 5 km, reducing to 2.6\% at 20 km. Discharge errors for the Purus without cross-sectional averaging were 130.9\% of the mean Purus discharge at 5 km, reducing to 35.1\% at 20 km; conversely, with cross-sectional averaging errors were 76.0\% at 5 km, reduc-

---

**Figure 8.** The 2-D heights (Fig. 6) were transferred to 1-D for both the Solimões and Purus by extracting values of \(h_{\text{SWOTURBS}}\) along the channel centerline; to reduce errors, averages of cross sections taken perpendicular to the channel centerline were also calculated \((h_{\text{SWOTXS}})\).

**Figure 9.** Slope errors: the effect of averaging along channel using reach lengths between 5 and 20 km for the (a) Solimões and (b) Purus rivers. Plots show cycle 18 (high water), overpass 6.
Table 2. Summary of along-channel variability in modelled water-surface slope and channel discharge at low and high water.

<table>
<thead>
<tr>
<th>Error</th>
<th>Reach length (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_{SWOTOBS} ) ( \sigma_S ), cm km(^{-1} )</td>
<td>2.55 0.91 0.33</td>
</tr>
<tr>
<td>( S_{SWOTXS} ) ( \sigma_S ), cm km(^{-1} )</td>
<td>0.72 0.26 0.09</td>
</tr>
<tr>
<td>( Q_{SWOTOBS} ) ( Q ), m(^3) s(^{-1} ) ( CV [RMSE] ), %</td>
<td>34 180 18 900 7190</td>
</tr>
<tr>
<td>( E )</td>
<td>−1.92 0.23 0.89</td>
</tr>
<tr>
<td>( Q_{SWOTXS} ) ( Q ), m(^3) s(^{-1} ) ( CV [RMSE] ), %</td>
<td>15 670 5950 1960</td>
</tr>
<tr>
<td>( E )</td>
<td>0.46 0.93 0.99</td>
</tr>
<tr>
<td>( S_{SWOTOBS} ) ( \sigma_S ), cm km(^{-1} )</td>
<td>2.57 0.9 0.31</td>
</tr>
<tr>
<td>( S_{SWOTXS} ) ( \sigma_S ), cm km(^{-1} )</td>
<td>1.05 0.37 0.13</td>
</tr>
<tr>
<td>( Q_{SWOTOBS} ) ( Q ), m(^3) s(^{-1} ) ( CV [RMSE] ), %</td>
<td>96 40.9 19.1</td>
</tr>
<tr>
<td>( E )</td>
<td>0.46 0.93 0.99</td>
</tr>
<tr>
<td>( Q_{SWOTXS} ) ( Q ), m(^3) s(^{-1} ) ( CV [RMSE] ), %</td>
<td>15 670 5950 1960</td>
</tr>
<tr>
<td>( E )</td>
<td>0.46 0.93 0.99</td>
</tr>
</tbody>
</table>

The above accuracy assessment of SWOT-derived discharge compares estimates obtained using SWOT observations of water elevation to those obtained using true water-surface elevations, based on the channel discharge approximation in Eq. (5), which does not take into account the full diffusive wave approximation of the Saint Venant equations shown in (1) and (2). To characterise error introduced by Eq. (5), \( Q_{[TRUE]} \) and \( Q_{[SWOT]} \) were also compared using \( E \) to channel discharge obtained directly from LISFLOOD-FP, using \( Q_{[MODEL]} \) in place of \( Q_{[TRUE]} \) in Eq. (9) (Fig. 14). Thus, we were able to characterise errors in estimates of channel discharge introduced directly by errors in SWOT observations, as well as errors introduced by the calculation of \( Q \) using reach-length averaging of the water surface in the calculation of water-surface slope. Errors in \( Q_{[TRUE]} \) were low with a minimum error of 2418 m\(^3\) s\(^{-1} \) (3.5 %, \( E = 0.99 \)) for the Solimões at a reach length of 0.75 km, and 486 m\(^3\) s\(^{-1} \) (6.8 %, \( E = 0.99 \)) for the Purus at a reach length of 3 km. However, as the reach length used increased, the errors in \( Q_{[TRUE]} \) also increased. At reach lengths of 20 km, errors for the Solimões were 5690 m\(^3\) s\(^{-1} \) (8.3 %, \( E = 0.87 \)) and 1238 m\(^3\) s\(^{-1} \) (18.1 %, \( E = 0.89 \)) for the Purus. This increase in error in conjunction with reach length is primarily a result of the reach-length averaging used for the calculation of water-surface slope in Eq. (4), as compared to the instantaneous discharge obtained at a single cross section from the LISFLOOD-FP model output. However, the figures should be used with caution since errors may also be related to the structure of the 1-D hydraulic model rather than resulting from differences with the true channel discharge at a location. Notwithstanding this, results illustrate that there may be an optimal reach length for the estimation of instanta-
Figure 11. Discharge estimates accounting for slope errors but neglecting width, depth, and friction errors for reach lengths between 5 and 20 km for the (a) Solimões and (b) Purus rivers. Plots show cycle 18 (high water), overpass 6.

Figure 12. Reconstruction of channel discharge hydrographs from cross-section-averaged SWOT observations ($Q_{SWOTXS}$) for the Solimões and Purus channels using 20 km reach lengths, compared to discharge obtained using water elevation “truth” images ($Q_{TRUE}$) and the original modelled channel discharge ($Q_{MODEL}$).
neous discharge, beyond which further averaging will lead to reductions in the accuracy of estimated discharge. For the Solimões, using cross-sectional averaging \( Q_{SWOTSX} \), maximum accuracy occurred using reach lengths of 12.5 km (6258 m\(^3\) s\(^{-1}\) error, 9.1 %, \( E = 0.89 \)), beyond which accuracy decreased slightly. For comparison, at this reach length, errors in \( Q_{TRUE} \) were 4.7 %, indicating that around 4.4 % of the error was contributed from SWOT height errors with the remainder resulting from the method used to calculate discharge.

4.4 Implications for SWOT

These results indicate that discharge may be obtained accurately from SWOT measurements on large, lowland rivers, assuming sufficient knowledge of channel bathymetry and frictional properties. The error in discharge of 2.6 % for the Solimões using cross-channel averaging and 20 km reach lengths compares favourably with the error of \( \sim 6 \text{–} 8 \% \) obtained by LeFavour and Alsdorf (2005) for the same section of river using SRTM data and 733 km reach lengths. When comparing against instantaneous discharge obtained directly from model output, errors were moderately higher with accuracies of 9.1 % obtained at reach lengths of 12.5 km. This suggests that SWOT data will provide both an improvement in accuracy of discharge estimates and a substantial increase in the level of along-channel detail. Since SWOT will provide 2-D measurements of surface water, we were able to use cross-channel averaging to substantially improve accuracy due to the improved representation of channel water-surface elevations and subsequent reductions in water-surface slope errors. For the Purus, accuracy in discharge estimates was lower, which is likely to have been in large part due to the narrower width of the river leading to a reduction in averaging of height errors and consequently higher slope errors, combined with the very low water-surface slopes on the river leading to a proportionately higher impact of slope errors when calculating discharge.

The results presented here may be extended to other large rivers which may be observable by SWOT via Eq. (6). In Fig. 15, the percentage error in calculated discharge, \( Q \), resulting from errors in SWOT-derived water-surface slope are indicated for selected rivers, with approximate widths and water-surface slopes obtained from published sources. These errors were derived from Eq. (6) using 5 km reach lengths to estimate water-surface slope, incorporating the effects of cross-channel averaging of water-surface elevation and assuming that the full width of the channel is observable. As channel width increases, error in discharge decreases since greater averaging of water-surface elevation is possible (water-surface elevation errors will decrease by \( 1/\sqrt{n} \), where \( n \) is the number of pixels being averaged Rodríguez, 2014); as water-surface slope decreases, error in discharge increases since water-surface slope errors become proportionately more important according to Eq. (6). From this, we can infer that discharge estimates may be more accurate for
Discharge \( Q \) error, \( \sigma \) (m\(^3\)/s)

<table>
<thead>
<tr>
<th>Reach length (km)</th>
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</tr>
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<tbody>
<tr>
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<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
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</tr>
<tr>
<td>6</td>
<td>6</td>
</tr>
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<td>8</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

---

**Figure 14.** Errors in discharge \( Q \) calculated against model discharge \( \hat{Q}_{\text{MODEL}} \): (a) absolute discharge error; (b) error expressed as a percentage of mean discharge; and (c) Nash–Sutcliffe efficiency coefficient. Top row: Solimões; bottom row: Purus.

rivers with (i) larger channel widths which permit a greater level of cross-sectional averaging and the use of shorter reach lengths and (ii) higher water-surface slopes, since the relative error in discharge decreases as slope increases. Conversely, discharge estimation accuracy is likely to be the lowest for narrow (< ~ 1 km width) rivers with low slopes, although further research is required to quantify errors for rivers at this scale. As indicated by the results presented in Fig. 13, longer reach lengths may lead to reduced error, at the expense of increasing along-channel approximation.

It is important to note that the errors presented here only represent the contribution to overall error in reach-averaged discharge which may be added by SWOT observations of water-surface elevation. Other errors are excluded but may be significant and further research is required to characterise their contribution (e.g. errors contributed by friction or bathymetry, or resulting from along-channel variability in discharge). Other than surface-water slope and elevation, parameters required in the estimation of discharge (i.e. channel width, roughness and bed elevation, or channel depth) are the subject of other recent studies. For example, Durand et al. (2008) used data assimilation of synthetic SWOT measurements in a hydraulic model to estimate river bathymetry slope and depth for the same river reach as presented in this paper, obtaining RMSE of 0.3 cm km\(^{-1}\) and 0.56 m, respectively. Similarly, Yoon et al. (2012) estimated river bathymetry for the Ohio River, USA, obtaining an RMSE of 0.52 m and an effective reach-averaged river roughness within 1% of the true value. Finally, Durand et al. (2014) illustrated the use of a Bayesian algorithm to estimate river bathymetry and roughness based on observations of river \( h \) and \( S \) with high accuracy for the River Severn, UK, and the subsequent estimation of channel discharge. When compared to gauge estimates of discharge, Durand et al. (2014) obtained an accuracy of 10% in discharge estimation for in-bank flows, assuming known lateral inflows, decreasing to 36% without this assumption. The work presented in this paper builds on these studies in that it is the first to directly assess the implications of errors in surface-water slope derived from SWOT observations of water elevation on the estimation of discharge, independent of other factors.

As with other studies, the error analysis presented here excluded layover and vegetation effects, as may be found in wetlands and floodplains, or along the edges of rivers. These effects are likely to be greatest for narrower rivers with bank vegetation. In addition, research presented here did not incorporate effects of the temporal sampling scheme on the accuracy of hydrograph estimation. For large rivers with discharge which changes relatively slowly, such as the Amazon and its sub-basins, errors introduced by SWOT temporal sampling are likely to be minimal. However, for smaller rivers with higher discharge variability, this sampling may be significant. Further research is required in this area, although it is likely that there will be an optimum level of width, slope, and discharge variability for discharge estimation.
Figure 15. Examples of global rivers which may be observable by SWOT. Contours represent the percentage error in reach-averaged discharge ($Q$), calculated according to Eq. (6), contributed by errors in water-surface slope derived from SWOT observations, when using 5 km reach lengths and cross-channel averaging. Errors may be reduced by using longer reach lengths; note that other sources of error are excluded but may be significant: without full assessment of each river, figures should be used with caution. Sources used to obtain values of river width and water-surface slopes were the Solimões and Purus rivers (Brazil) from this paper; lower Amazon River (Brazil) from Meade et al. (1985); Brahmaputra River (India) from Jung et al. (2010); Mekong River (Thailand/Laos) from Birkinshaw et al. (2012); Missouri River (USA) from Bjerklie et al. (2005); Niger River (Mali) from Neal et al. (2012); and Paraná River (Argentina) from Depetris and Gaiero (1998).

5 Conclusions

In this paper, we used a virtual mission study of two-dimensional water-surface elevations which may be obtained by SWOT for a reach of the central Amazon River in Brazil and investigated the implications of errors in such measurements on the estimation of water-surface slope and channel discharge. The following remarks can be made following our work:

1. Using 1-D polynomials with least-squares estimation fitted to water elevations obtained from channel centerlines, the SWOT design requirement of slope errors less than 1 cm per km when averaged for 10 km (Rodríguez, 2014) was achieved for both the Solimões and Purus Rivers.

2. Shorter reach lengths (~4 and ~5 km for the Solimões and Purus, respectively) were required to achieve the design level of accuracy when additionally averaging SWOT water-surface height estimates across-channel; for 10 km reach lengths, higher accuracies were achieved (water-slope errors of 0.26 and 0.37 cm km$^{-1}$ for the Solimões and Purus, respectively). This indicates that the accuracy of water-surface slopes estimates will be higher for rivers with wider channels, particularly those several times wider than the ~70–250 m nominal spatial resolution (Durand et al., 2010; Rodríguez, 2014).

3. SWOT data are promising for the estimation of Amazonian river discharge, with low errors in estimates (9.1 % for instantaneous estimates, or 2.6 % for reach-averaged discharge estimates). Discharge hydrographs could be reconstructed accurately from SWOT imagery based on the specified temporal sampling scheme (Figure 3; Rodríguez, 2014) although, for rivers with a higher discharge variability, temporal sampling is likely to be a significant source of error for hydrograph estimation.

4. A high proportion of the errors found in the instantaneous estimates derived from the method used to calculate discharge from water-surface slopes, rather than from SWOT errors, suggesting that improvements to the estimation of discharge may be possible.

It should be noted that the errors added to water surfaces to simulate SWOT measurements of water elevation were spatially correlated at multiple scales (according to the SWOT design requirements error spectrum and incorporating long-wavelength errors for each orbit), with added random noise on a per-pixel basis. While averaging along cross sections will effectively reduce the random noise component (assuming no bias), it was not immediately apparent how spatially correlated error would affect the estimation of discharge. Results here indicate that, at this scale, these errors do not greatly impact discharge accuracy – although similar assessments of other rivers is needed.
Overall, these findings indicate that forthcoming SWOT imagery shows considerable promise for the hydraulic characterisation of large rivers such as the Amazon, although further work is required for a range of additional rivers with a variety of characteristics, particularly those with a high spatial and temporal variability in surface-water slope and channel discharge.

A final note of caution: in this paper, we assumed knowledge of channel friction, width, and bed elevation in the calculation of discharge, since our aim was to characterise the impact of SWOT observations and their associated errors independently of these issues. We also excluded the potential effects of vegetation on errors in SWOT surface water heights. Further work is needed to assess the relative importance of each of these factors on the estimation of channel discharge.
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