Trends in projections of standardized precipitation indices in a future climate in Poland
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1 Introduction

Drought is an extreme event that can produce significant deleterious effects under both present and future climatic conditions according to the recent Special Report by the Intergovernmental Panel on Climate Change (IPCC) on Managing the Risk of Extreme Events and Disasters to Advance Climate Change Adaptation (SREX).

The assessment of future drought scenarios is crucial for many aspects of the national economy, including agriculture, energy, biodiversity, forestry, and the health and water sectors (Jenkins and Warren, 2015). Therefore, drought can significantly influence the well-being of society and its capacity for resilient development. Recent IPCC reports and scientific articles indicate that drought events have been increasing in frequency and intensity in some regions over the last part of the 20th century as a result of climate change (Kaczmarek et al., 1996; Alexander et al., 2006; Bartholy and Pongracz, 2007; Brázdil et al., 2009; Kiktev et al., 2009; Somorowska, 2009; Dai, 2011; KLIMADA, 2012; Seneviratne et al., 2012). Climate projections suggest that drought is likely to increase (at a medium level of confidence) and may become more intense in some regions, including central Europe (IPCC, 2012), especially in areas with dry conditions in today’s climate (IPCC, 2014, AR5). Poland has relatively limited water resources, and in some areas of Poland temporary difficulties in maintaining adequate water supply can occur. Previously published analyses of drought in Poland have mainly been concerned with the classification of drought types and the development of drought indices (Łabędzki, 2007; Łabędzki and Kanecka-Geszte, 2009; Tokarczyk, 2013), monitoring of drought conditions (Tokarczyk and Szalińska, 2013; Łabędzki and Bąk,
Analysis of the potential impact of climate change on drought in Poland has been addressed by a few other studies at a regional scale. Rimkus et al. (2012) analysed 50-year trends (1960–2009) under the recent climate and for drought projections for the future climate (up to 2100) in the Baltic Sea region using the standardized precipitation index (SPI). For the assessment of the observed climatic conditions, gridded precipitation time series at a 1° resolution from the Climate Research Unit at the University of East Anglia were used. The trend estimated using a Mann–Kendall test indicated an increase in the SPI values for different time averaging periods over most of the studied area, except for Poland, where decreases were found. Future dryness was projected using COSMO Climate Limited-area Model (CCLM) driven by initial and boundary conditions from the global climate model ECHAM5/MPIOM for two emission scenarios (A1B and B1). According to both scenarios, the intensity of drought will likely decline in most of the Baltic Sea area, except in the southern parts, including Poland. Following the A1B scenario, drought occurrence will increase in the summer months in the future in those regions.

The study of the impact of climate change on drought in Poland, carried out within the framework of the project “Development and implementation of a strategic adaptation plan for the sectors and areas vulnerable to climate change” with the acronym KLIMADA (http://www.klimada.mos.gov.pl), indicated that future predictions of annual total precipitation do not show any clear trends (Liszewska et al., 2012). The assessment of trends in seasons shows an increase in winter precipitation (DJF – December, January, and February) of up to 20% in the eastern part of Poland and a decrease in summer precipitation in south-eastern Poland. In contrast, changes in precipitation in spring and autumn tend to be much smaller (Liszewska et al., 2012). The number of dry days with daily precipitation of less than 1 mm shows an increasing trend. These changes are more pronounced in eastern and south-eastern Poland (NAS, 2013).

Assessment of the impact of climate change on drought using a climatic water balance (defined as the difference between precipitation and potential evapotranspiration for a given period) for three periods 1971–2000, 2021–2050 and 2071–2100 was carried out by Osuch et al. (2012). The results of the study indicate significant differences between projections derived from the different climate models analysed. A comparison of the median of the ensemble of models in these three periods indicates an increase in water scarcity in Poland. These changes are more pronounced in the south-eastern part of Poland.

Another study of drought projections at continental scale was carried out by Bleckinsop and Fowler (2007). In this paper six climate model simulations were analysed following the Special Report on Emission Scenarios (SRES) A2 emission scenario. A considerable model uncertainty due to inter-model variability on regional and local scales was demonstrated. The projections indicate likely decreases in summer and likely increases in winter precipitation. For longer duration droughts, the projections indicate fewer droughts in northern Europe due to larger increases in winter precipitation and more droughts of increasing severity in the south.

Orlowsky and Seneviratne (2013) presented an investigation on future SPI 12 characteristics, again on a continental scale. The results for central Europe showed an increasing trend in median SPI 12.

A new study by Stagge et al. (2015b) presents an analysis of meteorological drought using the most current climate models (23 simulations) for the three projected emission scenarios (RCP2.6, RCP4.5, and RCP8.5) for Europe at a spatial resolution of 0.11° (~ 12.5 km). Meteorological drought was estimated using the SPI at 3-, 6-, and 12-month aggregation periods. In that work the relationship between aggregated precipitation and SPI was developed for the reference period (1971–2000). Then the same transformation was used for future scenarios (2011–2040, 2041–2070, and 2071–2100). The results indicated that precipitation is likely to increase in central and northern Europe; therefore, that area is likely to experience fewer precipitation-based droughts.

Results assessing the influence of climate change on drought in Poland, which are available so far, are limited to either a coarse resolution (1°), few climate models considered (e.g. only one regional climate models (RCM)–GCM combination was used by Rimkus et al., 2012) or to the choice of drought indices, e.g. climatic water balance, that are not suitable for adaptation purposes due to its simplified form with unlimited losses related directly to air temperature increase without limits (i.e. water availability). Three types of drought can be distinguished: meteorological drought, which is evaluated on the basis of precipitation deficit, agricultural drought reflecting a soil moisture deficit, and hydrological drought resulting in a streamflow, groundwater, or reservoir deficit. A meteorological drought often initiates agricultural and hydrological drought but other factors also have an effect on the occurrence and development of agricultural and hydrological drought. The term “drought” has different meanings, depending on the end-user involved. For the description, monitoring and quantification of drought, several indices are used in research and in practice. A detailed review of these indices is presented in Dai (2011). In this article we focus on the description of the degree of meteorological dryness using the SPI developed by McKee et al. (1993). A description of this index is presented in the following section. Dryness, followed in this paper, reflects a wider range of conditions than drought as it describes a state of precipitation deficit in the range from normal conditions down to an extreme drought (Fischer et al., 2013).

Projections of dryness/wetness conditions under a future climate are carried out using simulated climate data obtained from RCM, which are run based on boundary conditions derived from GCM. These models simulate the best-available
approximation of future climate conditions, although there remains uncertainty related to our insufficient knowledge of physical laws governing the atmosphere and the environment, differences in techniques for coupling RCM and GCM models, as well as assumptions related to global and regional economic and demographic development as represented by a given SRES greenhouse gas emission scenario.

Comparison of the simulations with observations indicates that climate models are able to simulate important aspects of current climate including many patterns of climate variability across a range of scales, for example annual patterns of air temperatures and storm tracks (Ehret et al., 2012; IPCC, 2014, AR5). In particular, models lead to the same or similar tendencies in changes at large spatial and temporal aggregation scales (Ehret et al., 2012). The reliability of such simulations is, however, not proven for all climatic variables. Simulations of precipitation fields are highly biased due to the variety of complex processes leading to precipitation generation in the atmosphere, which includes microphysics of clouds, convection processes, processes in the planetary boundary layer, and the interactions between the ground surface and the atmosphere. Errors occurring in simulated precipitation fields are due to necessary simplifications in the description of these processes in climate models. This problem is well known and reported by many authors (Piani et al., 2010; Hagemann et al., 2011; Liszewska et al., 2012; Osuch et al., 2012; Madsen et al., 2014; Sunyer et al., 2015; Vormoor et al., 2015). Therefore, most studies considering the impact of climate change on processes related to precipitation use statistical downscaling and/or bias correction of the climate simulations relative to observations, rather than basing such analyses on raw (uncorrected) climate model outputs (Madsen et al., 2014).

An application of a bias correction significantly improves the simulations in the control time period, but at the same time, it changes a relationship between climate variables and can violate conservation principles (Ehret et al., 2012). Consistency between the spatio-temporal fields of a climate variable can also be altered. Other problems, which potentially undermine a reliable interpretation of the results of projections, include neglected feedback mechanisms and an assumption of stationarity of bias correction method parameters derived for a period with available observations but later used for changed conditions during future periods. Application of bias correction in the modelling chain can alter climate change signals (Hagemann et al., 2011; Cloke et al., 2013; Gutjahr and Heinemann, 2013; Teng et al., 2015). The ongoing discussion on the suitability of bias correction of data derived from climate model simulations was initiated by Christiansen et al. (2008) and has been taken further by Ehret et al. (2012), Muerth et al. (2013), and Teutschbein and Seibert (2013), among others. Proposed solutions to this problem include presenting results for both bias corrected and non-corrected inputs and analysis of the worst case scenario. The best, but also the most challenging, solution could be achieved by the improvement of climate models (Ehret et al., 2012) such that bias correction is not required.

The aim of this paper is an estimation of potential local changes in the degree of dryness in Poland resulting from future climate change, as interpreted from changes in the estimated SPI. We apply an ensemble of six GCM–RCM models in order to consider some of the uncertainty introduced by differences between climate model projections. The influence of bias correction on the resulting projections of trends in the SPI values is also analysed. Such work has not been previously undertaken for the whole of Poland, but is a necessary input for developing climate change adaptation policies related to the projected degree of meteorological dryness.

The article is organized as follows. In Sect. 2 we describe the methodologies used to develop precipitation and SPI projections for Poland. In Sect. 3 a comparison of the simulated and observed precipitation time series is presented, together with the estimated tendencies in spatio-temporal changes in drought condition in Poland over the period 1971–2099. The last section presents a discussion and summarizes the most important results of the study.

2 Methods

The chain of analysis underlying the estimation of changes in drought indices is illustrated in Fig. 1. For these analyses, a multi-model ensemble of climate projections has been used in keeping with recommendations for such work (e.g. van der Linden and Mitchell, 2009; Knutti et al., 2010). Precipitation time series generated by the climate models have been bias corrected relative to observations and further details are given below. On the basis of the corrected precipitation series from the climate projections, the meteorological dryness indices have been calculated. Tendencies in changes are estimated using non-parametric trend analysis (Kundzewicz and Robson, 2004). For the assessment of the influence of the bias correction method on the temporal variability of the meteorological dryness, the analyses are carried out for both uncorrected and bias corrected precipitation time series from the climate models.

2.1 Climate data

Climate variables have been obtained from the EU FP6 ENSEMBLES project (van der Linden and Mitchell, 2009), in the form of time series of precipitation derived from six different RCM–GCMs: DMI HIRHAM5 ARPEGE, SMHIRCA

Figure 1. A scheme of the applied modelling chain.
BCM, RM51 ARPEGE, MPI M REMO ECHAM5, KNMI RACMO2 ECHAM5 r3, and DMI HIRHAM5 BCM following A1B climate change scenario for the time period: 1971–2100. The A1B emission scenario belongs to the SRES family described in the IPCC SRES (Nakicenovic et al., 2000) and used to make projections for the IPCC Third Assessment Report (TAR) and in the IPCC Fourth Assessment Report (AR4). These six simulations are based on five RCMs (DMI HIRHAM5, SMHIRCA, RM51, MPI M REMO, and KNMI RACMO2) driven by three different GCMs (ARPEGE, ECHAM5, and BCM). In two cases, the same RCM was used with different GCMs (ARPEGE and BCM). These combinations of RCM–GCM simulations are shown in Table 1. In this work we applied simulations of climate models transformed to normal grids (non-rotated) with a spatial resolution of 0.25° × 0.25°. The analyses were carried out for two periods: a reference period 1971–2000 and the entire available period 1971–2009.

The simulations in the reference period (1971–2000) were compared with observations from synoptic stations (point measurements) and also with the latest available version of a European daily high-resolution gridded data set (E-OBS version 10) from the European Climate Assessment and Data set (ECA&D; Haylock et al., 2008) of the Royal Netherlands Meteorological Institute (KNMI). The spatial resolution of the E-OBS grid cells is the same as the ENSEMBLES RCM domain (i.e. 0.25° × 0.25°).

2.2 Bias correction

Our previous analyses (Liszewska et al., 2012; Osuch et al., 2012) indicated that raw climate simulations, especially for precipitation time series, are highly biased. Following the papers of Ehret et al. (2012) and Sunyer et al. (2015) we included an additional post-processing step, i.e. bias correction of climatic variables, which is a standard procedure for climate change impact studies. In this work we used a distribution-based quantile mapping (QM) method (Piani et al., 2010) applied to daily values subsampled on a monthly basis to correct biases in the precipitation time series derived from the climate models. The correction was done relative to E-OBS reanalysis precipitation data (Haylock et al., 2008), as this data set provides the best estimate of grid box averages and has the same resolution as the outputs from the climate models considered. Quantile mapping methods have a number of advantages over methods that only correct the mean and variance (Sunyer et al., 2015) and have been used in numerous previous studies, e.g. Dosio and Paruolo (2011) and Gudmundsson et al. (2012). The QM method is based on the assumption that a transformation (h) exists such that the distribution of quantiles describing the simulated time series of precipitation (P_RCM) can be mapped onto the quantile distribution of the observations (P_Obs):

\[ P_{\text{Obs}} = h(P_{\text{RCM}}). \]  

Table 1. GCM and RCM combinations used from ENSEMBLES project. The number denotes number of simulations.

<table>
<thead>
<tr>
<th>GCM–RCM</th>
<th>ARPEGE</th>
<th>ECHAM5</th>
<th>BCM</th>
<th>Total scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMI HIRHAM5</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>SMHIRCA</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>RM51</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>MPI M REMO</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>KNMI RACMO2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Total scenarios</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>6</td>
</tr>
</tbody>
</table>

In the application of this method here, observed and simulated time series were fitted to a gamma distribution. The distribution parameters were estimated using the maximum likelihood method. Only wet days (\( P > 0.0 \) mm day\(^{-1}\)) were included in this analysis. The inverse of the derived gamma distribution for observed time series is used to correct the quantiles of simulations, following the transformation:

\[ P_{\text{corr}} = F_{\text{Obs}}^{-1}(F_{\text{RCM}}(P_{\text{RCM}})) \]  

where \( F_{\text{Obs}} \) denotes the cumulative distribution function (cdf) of observations and \( F_{\text{RCM}} \) is the cdf of simulated values.

The relationship (Eq. 2) between quantile-corrected and simulated data was parametrized using the power transformation:

\[ P_{\text{corr}} = \begin{cases} b(P_{\text{RCM}} - x_0)^c & \text{for } P_{\text{RCM}} \geq x_0, \\ 0 & \text{for } P_{\text{RCM}} < x_0, \end{cases} \]

where coefficients \( b \) and \( c \) are calibrated for the best fit, \( x_0 \) is estimated threshold value of precipitation below which modelled precipitation is set to zero.

In addition to the correction of precipitation values, the number of wet days is also corrected based on the empirical probability of non-zero values in the observations. This is a necessary part of the bias correction, as RCMs tend to simulate too many wet days with low values of precipitation. All values for precipitation below this threshold (\( x_0 \)) are set to zero for the simulated data. The transformation \( h \) and the wet day correction derived for the control period are further applied in the correction of precipitation data for future periods. The correction parameters are evaluated for every grid and every month separately.

2.3 Standardized precipitation index

Many different indicators of meteorological drought can be found in the literature (Mishra and Singh, 2010), although the SPI is one of the most widely applied. The index is used for both research and operational purposes in over 60 countries (e.g. Bordi et al., 2009; Moreira et al., 2012; Sienz et al., 2012; Gocic and Trajkovic, 2013; Liu et al., 2013; Dutra
Therefore an application of a relationship based on present climate conditions could be different than those observed; that approach also has some drawbacks. Future developments for the present period (for example 1971–2000) may have more storage and, therefore, a longer response time such as water resources in the form of streamflow, reservoir storage, and groundwater supplies.

In the assessment of a meteorological dryness using the SPI index, the length of the precipitation series and the probability distribution describing data are very important (Mishra and Singh, 2010). Wu et al. (2005) recommended the use of the longest possible period for the derivation of the SPI, as short data sets could result in large errors of estimated values. For the comparison of indices between different locations, the choice of the same period is suggested. Following that recommendation, the aggregated precipitation totals from the entire period (1971–2099) were normalized. The analysis of SPI values based on the entire time series presents an opportunity to estimate the tendency of changes in the SPI time series, which was one of the major aims of this work. However, for the purpose of adaptation to climate change, the reference period to which the changes are related plays an important role. Namely, when the whole period is taken for the normalization, normal conditions refer to the year 2035, which in the case of non-stationarity may lead to some difficulties in interpreting the results, as it changes the analyst’s perspective.

In an alternative approach presented by Stagge et al. (2015b) a non-linear transformation (normalization) is developed for the present period (for example 1971–2000) and that transformation is further applied to future climate conditions. That approach also has some drawbacks. Future climate conditions could be different than those observed; therefore an application of a relationship based on present conditions could lead to extrapolation outside the range of observed values. The second problem with the alternative approach is related to shorter time series that could result in errors in the fitting of the distribution and the normalization of the aggregated time series. This problem is mentioned in the work of Wu et al. (2007).

In this work the gamma distribution was chosen for description of the precipitation time series following the recommendation of McKee et al. (1993), Lloyd-Hughes and Saunders (2002) and analyses of suitable statistical tests (Anderson–Darling, chi-square and Lilliefors). The distribution parameters were estimated using the maximum likelihood method. For locations where no precipitation occurs in the time series for a given period over analyzed aggregation timescale, the cumulative probability $H(x)$ is calculated from the following equation

$$H(x) = \begin{cases} q & \text{if } x = 0 \\ q + (1-q)G(x) & \text{if } x > 0, \end{cases}$$

where $q$ is the probability of no precipitation for the period estimated from the frequency of observations of zero, and $G(x)$ denotes the cumulative probability derived from gamma distribution.

The SPI is the inverse of the normal cumulative distribution function corresponding to the normalized probability $H(x)$. The influence of dry days on the normality of derived SPI values at different timescales was tested by the Anderson Darling test, where the null hypothesis is that a sample comes from a population described by a normal distribution. The results indicated that the applied test fails to reject the null hypothesis at 0.05 level in all cases. Other methods of normality testing of the SPI values have been applied in other published studies, e.g. the Shapiro–Wilk statistic and absolute value of the median smaller than 0.05 (Wu et al., 2007; Kumar et al., 2009; Stagge et al., 2015a).

### 2.4 Trend analysis

The last element in the applied modelling chain presented in Fig. 1 is the trend analysis of the estimated SPI time series. There are many techniques that can be used to estimate trends in time series, such as linear regression, Spearman’s rho test, Mann–Kendall test, seasonal Kendall test, and also the application of time series models (Kundzewicz and Robson, 2004). In this work the modified Mann–Kendall test (Mann, 1945; Kendall, 1975; Hamed and Rao, 1998) was applied to estimate monotonic trends in the SPI time series. In this approach it is assumed that the data are not serially correlated over time. There are no assumptions related to the distribution of residuals as is the case for a linear regression.

The original Mann–Kendall test for trend is based on a rank correlation test for the observed values and their order in time and operates on all possible combinations of points.
The Mann–Kendall test statistics $S$ is calculated from the following equation:

$$S = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \text{sgn}(x_j - x_i) = \begin{cases} +1 & \text{if } (x_j - x_i) > 0 \\ 0 & \text{if } (x_j - x_i) = 0 \\ -1 & \text{if } (x_j - x_i) < 0 \end{cases}$$

(5)

where $n$ is the number of observations. For independent and randomly ordered data for large $n$, the $S$ statistics approximate a normal distribution with mean $E(S) = 0$ and a variance equal to $\text{var}(S) = n(n-1)(2n+5)/18$.

The significance of a trend is tested by comparing the standardized $Z$ test statistics with the standard normal cumulative distribution at a selected significance level. Positive values of $Z$ statistics indicate a positive trend (an increasing trend) while negative $Z$ values indicate a decreasing trend. The trend is statistically significant at $\alpha = 0.05$ level when the absolute value of $Z$ is higher than 1.96.

The application of the Mann–Kendall test can be affected by a serial correlation of data and also by seasonality effects, as discussed by Hamed and Rao (1998). As we perform independent analysis for each month and season, the seasonality effect is eliminated.

To avoid problems with autocorrelation a modified Mann–Kendall test has been developed (Hamed and Rao, 1998). The modification allows the test to be applied to data with serial correlation as is the case of SPI values for longer time steps (12 and 24 months). The modified Mann–Kendall test was used for all aggregation scales (1, 3, 6, 12, and 24 months). To account for an effect of a serial correlation the correction ratio $n/n_S^*$ is introduced during the calculation of a variance of the $S$ statistics.

$$\text{var}^*(S) = \text{var}(S) \frac{n}{n_S^*}.$$  

(6)

$$n/n_S^* = 1 + \frac{2}{n(n-1)(n-2)} \sum_{i=1}^{n-1} (n-i)$$

(7)

where $\rho_S$ is the autocorrelation function.

The slope of trend can be estimated using the Sen’s method where the trend is assumed to be linear (Wilcox, 2005). Following that method, the slopes between all data pairs are calculated and then the overall slope is estimated using the median of these slopes. The median value is used such that the results are not strongly affected by outliers.

### 3 Results

#### 3.1 Comparison of simulated and observed data for the reference period

In the first step of analysis, a comparison of observed and simulated (both uncorrected and bias corrected) average monthly precipitation for the reference period (1971–2000) was performed. The results in the form of annual runs for two grid cells located close to Białystok (NE Poland) and Wrocław (SW Poland) are presented in Fig. 2. It can be seen that uncorrected RCM precipitation values (shown as red lines) overestimate the observed values. This is partly due to the fact that bias
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Figure 3. Comparison of spatial patterns of relative differences [%] in the average monthly precipitation in February between uncorrected and bias corrected data for the reference period 1971–2000.

correction was undertaken using E-OBS data rather than station data. However, in addition, it must be remembered that bias correction is performed on individual daily precipitation values, rather than monthly totals. In addition, a gamma distribution is used as an approximation to the empirical distribution of values. Therefore, some differences in the final results are to be expected.

A comparison of the spatial patterns of the difference between average monthly precipitation based on uncorrected and bias corrected RCM data was performed, and an example for the month of February is shown in Fig. 3. Red indicates negative and small positive differences between uncorrected and the bias corrected values, whilst blue indicates large differences (> 200%) after bias correction. Similarities between the climate models can be observed, and in all cases, the largest differences are found in the eastern and north-eastern regions of Poland. Figure 3 also suggests that the highest precipitation intensities are simulated by RCMs driven by the ARPEGE GCM, as the largest relative discrepancies shown in the figure are associated with that model.

The pattern of differences between corrected and uncorrected values for monthly precipitation varies between months. A comparison of the spatial pattern of residuals for July is presented in Fig. S1 (Supplement). Generally, the differences for July are smaller than in winter months. In the case of summer months the RCM results are not consistent, and significant differences in direction of changes and intensities are apparent.

In addition to the comparison of mean monthly values, the variability in the monthly precipitation during the reference period was also analysed. The results of that comparison for two grid cells located in the NE and SW Poland are presented in Fig. 4. The results indicate similar tendencies in observed and simulated data, with higher variability in monthly values for precipitation during summer months and lower variability during winter months. Uncorrected RCM data overestimate
the variability in monthly precipitation in the winter months and underestimate it in the summer period for most of models, relative to both observed stations and E-OBS data. Corrected data are characterized by similar variability throughout the year to the observed data sets.

A comparison of the spatial pattern of differences in the standard deviation of monthly precipitation is shown in Fig. 5 for the month of February. The outcomes indicate a similar pattern of differences between the climate models, although the intensities vary between the models. The pattern is similar to those obtained for differences in mean value with the highest differences in eastern and north-eastern regions of Poland. The uncorrected ARPEGE model simulations again show the largest discrepancies relative to observed values, as indicated by large differences between uncorrected and corrected data.

3.1.2 Number of wet days

The number of wet days can be important for the estimation of meteorological drought. Figure 6 shows a comparison of the observed (E-OBS data and point measurements at meteorological stations) and the simulated mean monthly number of wet days for two grid cells located close to Białystok (NE Poland) and Wrocław (SW Poland). The number of wet days simulated by climate models is significantly different from observations, both for annual and seasonal totals. Almost all uncorrected RCM simulations overestimate the number of days with precipitation relative to observations. The largest differences are associated with the RM51 ARPEGE climate model for the month of May for both locations. The DMI HIRHAM5 ARPEGE model gives a very low number of wet days in July, August, and September. The bias corrected simulations reveal the observed annual of mean monthly number of wet days.

Figure 6 illustrates the dependence of the simulation results on the minimum rainfall threshold. The upper diagrams, which illustrate all of the days with precipitation, show that most of the models simulate continuous rain of varying intensity. Introducing a threshold of 1 mm (lower row in Fig. 6) changes the seasonal pattern and makes it more comparable with the observed number of wet days.

The derived pattern of direction and intensity of local corrections for corrected and raw number of wet days is very similar to the seasonal pattern sum of precipitation presented in the previous section.

3.2 Future changes

Following the methodology presented in the previous section, SPI indices were calculated on the basis of simulated precipitation time series from the period 1971–2099. The analysis was carried out for

- each grid cell (49 × 26) excluding 108 grid cells over the Baltic Sea;
- each climate model (6 models);
- 1-month (SPI 1), 3-month (SPI 3), 6-month (SPI 6), 12-month (SPI 12), and 24-month (SP 24) timescales.

An example of the SPI 12 time series for raw climate data for one grid cell located close to Białystok (NE Poland) is shown in Fig. 7. It is seen that the results depend on the climate model considered and that for all models there is a high degree of interannual variability.

In order to examine the influence of bias correction on the meteorological dryness projections, the Mann–Kendall test for trend was applied and the slope of the SPI trend was estimated using Sen’s method for raw and corrected precipitation data.

3.2.1 SPI 1

The results of trend analysis for the SPI 1 for one grid cell located in the NE Poland close to Białystok are presented in Table 2. This selection was made on the basis of the results
of Liszewska et al. (2012). The largest changes in winter precipitation are projected to be in that area. On the left side of the table outcomes of the analysis for the bias corrected data are shown, whilst on the right side the trends for raw data are presented. It is clear that the sign of the estimated trends depends on the month, climate model, and whether or not the data are bias corrected. The results for uncorrected data in February, May, October, and November lack statistically significant trends. In those cases the results are consistent between models. In the other months there is no consistency between models with respect to the estimated trends. According to the estimated trends, the RCM–GCM models can be classified into wet vs. dry models. “Dry” models (e.g. ARPEGE GCM) project a decrease in SPI values in the summer period and no statistically significant changes in winter. The opposite is true for the “wet” models (ECHAM5 and BCM), for which an increase in SPI 1 values is projected in January and December with no statistically significant trend in summer.

The application of bias correction slightly alters the results of the trend analyses. In this case, the DMI HIRHAM ARPEGEs project a decrease of the SPI 1 values in April and August using uncorrected data but does not for bias corrected data. The trends in SPI 1 in February for two climate models are statistically significant for corrected data. The results for other months are consistent for uncorrected and bias corrected data.

The results represent one grid cell point located in northeastern Poland. The same analyses were carried out for all grid cells in the analysed domain. The slopes of the estimated trends for the SPI 1 for the time series for January are shown in Fig. 8. It is seen that for the uncorrected data, the estimated slope of SPI 1 (January) in the period 1971–2099 strongly depends on the climate model and the region within Poland. For the ARPEGE GCM, there is no statistically significant trend across the whole of Poland. The outcomes from other models indicate an increase in the SPI 1 values (indicating
Figure 6. Comparison of mean monthly number of wet days with the minimum rain threshold values set to 0.1 mm (upper panels) and 1 mm (lower panels) for the uncorrected RCM data (raw), calculated over the reference time period for two grid cells located close to Białystok (NE Poland) and Wrocław (SW Poland). The black continuous line denotes observations from the meteorological stations, black dashed lines denote observations from the E-OBS reanalysis, red lines denote uncorrected precipitation values from the RCMs, and blue lines denote corrected RCM precipitation values.

Figure 7. An example of SPI 12 time series for raw data: DMI HIRHAM ARPEGE, RMS1 ARPEGE, MPI M REMO ECHAM5, KNMI RACMO2 ECHAM5 r3, DMI HIRHAM BCM, SMHIRCA BCM.
wetter conditions), but the magnitude of the changes (as indicated by the slope of the trend) and the location of areas with or without statistically significant trends are not consistent. The application of the bias correction procedure slightly changes the results. In this case, the tendency of changes is similar as for uncorrected data (no trend for ARPEGE model and an increase in SPI values for BCM and ECHAM5 models). The magnitude of the changes varies between models, but in some cases it is slightly larger than for the corrected data.

A comparison of statistically significant trends in the SPI 1 for July is presented in Fig. 9. There are significant differences between climate models. Trend results based on the ARPEGE climate model are characterized by a decrease in the SPI 1 values for the whole of Poland. The ECHAM5 climate model projects a decrease in SPI 1 in the south-eastern part of Poland but no statistically significant changes in the

Figure 8. The results of the Mann–Kendall trend analysis for SPI 1 for January. The colour scale denotes the slope of the estimated trend. White colour indicates a lack of a statistically significant trend.
Figure 9. Results of the modified Mann–Kendall test for SPI 1 for July. Colour scale denotes the slope of the estimated trend. White areas indicate a lack of a statistically significant trend.
Table 2. Results of trend analysis using the modified Mann–Kendall method for SPI 1 for one grid cell located close to Bialystok (NE Poland); ↗ – denotes statistically significant positive trend, ↘ – denotes statistically significant negative trend, – denotes no statistically significant trend.

<table>
<thead>
<tr>
<th>Bias corrected data</th>
<th>Uncorrected RCM data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GCM</strong></td>
<td><strong>ARPEGE</strong></td>
</tr>
<tr>
<td><strong>ECHAM5</strong></td>
<td><strong>DMI HIRHAM</strong></td>
</tr>
<tr>
<td><strong>MPI M</strong></td>
<td><strong>RM51</strong></td>
</tr>
<tr>
<td><strong>REM0</strong></td>
<td><strong>RCM</strong></td>
</tr>
<tr>
<td><strong>ECHAM5</strong></td>
<td><strong>ARPEGE</strong></td>
</tr>
<tr>
<td><strong>KNMI RACMO2</strong></td>
<td><strong>DMI HIRHAM</strong></td>
</tr>
<tr>
<td><strong>GCM</strong></td>
<td><strong>ARPEGE</strong></td>
</tr>
<tr>
<td><strong>ECHAM5</strong></td>
<td><strong>DMI HIRHAM</strong></td>
</tr>
<tr>
<td><strong>MPI M</strong></td>
<td><strong>RM51</strong></td>
</tr>
<tr>
<td><strong>REM0</strong></td>
<td><strong>RCM</strong></td>
</tr>
<tr>
<td><strong>ECHAM5</strong></td>
<td><strong>ARPEGE</strong></td>
</tr>
<tr>
<td><strong>KNMI RACMO2</strong></td>
<td><strong>DMI HIRHAM</strong></td>
</tr>
<tr>
<td><strong>GCM</strong></td>
<td><strong>ARPEGE</strong></td>
</tr>
<tr>
<td><strong>ECHAM5</strong></td>
<td><strong>DMI HIRHAM</strong></td>
</tr>
<tr>
<td><strong>MPI M</strong></td>
<td><strong>RM51</strong></td>
</tr>
<tr>
<td><strong>REM0</strong></td>
<td><strong>RCM</strong></td>
</tr>
<tr>
<td><strong>ECHAM5</strong></td>
<td><strong>ARPEGE</strong></td>
</tr>
<tr>
<td><strong>KNMI RACMO2</strong></td>
<td><strong>DMI HIRHAM</strong></td>
</tr>
<tr>
<td><strong>GCM</strong></td>
<td><strong>ARPEGE</strong></td>
</tr>
<tr>
<td><strong>ECHAM5</strong></td>
<td><strong>DMI HIRHAM</strong></td>
</tr>
<tr>
<td><strong>MPI M</strong></td>
<td><strong>RM51</strong></td>
</tr>
<tr>
<td><strong>REM0</strong></td>
<td><strong>RCM</strong></td>
</tr>
</tbody>
</table>

Figure 10. The differences in the percentage of grid cells with a statistically significant trend for data with and without bias correction.

rest of the country. A different tendency is seen for the trend analysis based on the BCM climate model; i.e. an increase in the SPI values in the north-eastern and north-western regions of Poland and no change in other areas.

Analyses of the estimated trend for raw and corrected data indicate similar tendency of changes with small differences in trends in the SPI 1 values as a result of the bias correction procedure.

To summarize the influence of the bias correction on the estimated trends of SPI 1 values, a comparison of the number of grid cells with statistically significant trends is presented in the Supplement (Table S1). It is seen that the latter strongly depends on the month, climate model, and to a lesser extent also on whether or not bias correction has been applied. The total area with statistically significant trends for the uncorrected data is the largest for analyses based on the BCM and ECHAM5 climate models for winter months (December, January, and March) and for the ARPEGE model in summer months (July, August, and September). The use of bias correction slightly decreases the area with statistically significant trends in summer months (June, July, and August) and slightly increases in the other months (Fig. 10). The largest differences are noted in September for DMI HIRHAM ARPEGE (18.51 %) and RM51 ARPEGE (−11.92 %), in February for KNMI RACMO2 ECHAM5 (16.04 %), in March for MPI M REMO ECHAM5 (16.04 %) and in August for DMI HIRHAM ARPEGE (12.01 %). In the other months the differences in the areas with statistically significant trend between raw and bias corrected data are smaller than 10 %.

In addition to changes in the area with a statistically significant trend for raw and corrected data also mean slope of trend is slightly altered. The magnitude of these small differences depends on a climate model and the month under consideration. The highest differences were estimated for the ARPEGE models as an effect of the highest biases of simulated data; therefore, the most intense bias correction is applied in that case.
3.2.2 SPI 3 and SPI 6

In addition to the SPI 1, the SPI 3 for four seasons (DJF – December, January, and February, MAM – March, April, and May, JJA – June, July, and August, SON – September, October and November) and the SPI 6 for two seasons, a cold one (November–April) and a warm one (May–October), are also analysed. The 12 maps presenting the slope of the trend for the SPI 3 for the winter season (DJF) are shown in Fig. 11. The outcomes for raw data presented in the upper part of Fig. 11 indicate that the results for ARPEGE differ from those for other climate models. According to that model, the estimated trends are not statistically significant for almost the whole of Poland. The other four models project an increase in the SPI 3 values.
The application of bias correction slightly alters the findings of the analysis. In that case the results resemble the latter for uncorrected data. The differences in the projections of climate models are preserved. As an effect of bias correction the number of grid cells with a statistically significant trend is slightly increasing for almost all climate models except DMI HIRHAM BCM. The slope of trend is also slightly higher for corrected data indicating more rapid changes.

The results of the analyses for the SPI 3 calculated for the summer season are presented in Fig. 12. The outcomes for uncorrected data in the upper part of figure indicate significant differences between the climate models. The simulations of the BCM global climate model project an increase in the SPI values in summer, corresponding to wetter conditions in the future. The other models simulate a decrease
of the SPI, which is equivalent to an increase of a degree of dryness.

The slope of the trend for the corrected data is statistically significant for a larger area for three models: DMI HIRHAM ARPEGE, DMI HIRHAM BCM, and SMHIRCA BCM, and slightly lower for the RM51 ARPEGE and ECHAM5 models. The bias correction also influences the mean (over study area) magnitude of changes. In the case of DMI HIRHAM ARPEGE the mean slope of trend increases due to bias correction. Results for the other two models (MPI M REMO and RM51 ARPEGE) show an opposite tendency – an increase in the mean slope.

The results of the SPI 6 for the cold season (November–April) are similar to those for the SPI 3 winter (Fig. S2). The application of the bias correction procedure slightly changes the outcomes obtained for the uncorrected data. There are still large differences in the tendency of the change between climate models.

For the warm period of the year (May–October), the estimated trends in the SPI 6 resemble those estimated for the summer months (JJA). The results are not similar between models. The ARPEGE GCM once again indicates an increase in the SPI values whilst the other climate models project a decrease. The application of bias correction leads to an increase in the area with statistically significant trends and the magnitude of the changes for DMI HIRHAM ARPEGE and corresponds to drier conditions. In the case of RM51 ARPEGE a decrease of number of grid cells with statistically significant trend.

3.2.3 SPI 12 and SPI 24

The SPI was also estimated for longer timescales. The results for the annual scale (SPI 12, values extracted for precipitation totals over the calendar year, January–December) are shown in Fig. 13. The outcomes for the uncorrected data indicate differences between models. The ARPEGE model projects a decrease in the SPI values, whilst the other models show an increase in the SPI, corresponding to wetter conditions.

At the annual timescale the application of bias correction does not change the sign of the trend, but there are differences in the area affected and the magnitude of the changes. In the case of DMI HIRHAM ARPEGE and MPI M REMO ECHAM5, the correction of modelling biases leads to increases in the number of grid cells with a trend and also an increase in the magnitude of changes. On the other hand, the application of the bias correction procedure to RM51 ARPEGE model simulations leads to decreases in these factors.

The analysis of trends in the time series of the SPI 24 was also performed. Similarly to the outcomes for SPI 12, the estimated trends differ between the climate models. The results based on the ARPEGE model project a decrease in the SPI values (drier conditions). The other models indicate an increase in the SPI, corresponding to wetter conditions. The simulations of all global climate models (the ARPEGE, ECHAM5 and BCM) do not change the sign of the trend when bias correction is applied, but it makes a difference in the magnitude of the changes, leading to differences in the number of grid cells with statistically significant trend.

3.3 Influence of bias correction on trend in precipitation and SPI values

The results shown in the previous section indicate that the influence of bias correction on the trends is small in comparison with the variability between climate models. In order to explain the mechanism by which bias correction influences trends in precipitation, let us analyse a simple example of a linear dependence of precipitation on time, for one grid cell and 1 month:

$$P_{\text{RCM}} = \beta_{\text{RCM}} t + \alpha_{\text{RCM}}.$$  \hspace{1cm} (8)

where $\beta_{\text{RCM}}$ and $\alpha_{\text{RCM}}$ are coefficients of a linear trend.

After transformation using Eq. (3) we get

$$P_{\text{corr}} = b(\beta_{\text{RCM}} t + \alpha_{\text{RCM}} - x_0)^c.$$  \hspace{1cm} (9)

Assuming $c = 1$ (i.e. that the relationship can be approximated as linear in our case) the equation can be simplified to

$$P_{\text{corr}} = b(\beta_{\text{RCM}} t + \alpha_{\text{RCM}} - x_0) = b\beta_{\text{RCM}} t + b\alpha_{\text{RCM}} - bx_0.$$  \hspace{1cm} (10)

and the slope of corrected time series can then be estimated as

$$\beta_{\text{corr}} = b \beta_{\text{RCM}}.$$  \hspace{1cm} (11)

In the simplified case, the slope of corrected time series depends on the slope of uncorrected time series multiplied by the parameter $b$ of the transformation function. The values of parameter $b$ give the sign and magnitude of the biases. When $P_{\text{RCM}}$ is higher than $P_{\text{Obs}}$ the biases are positive and the values of parameter $b$ are smaller than 1; therefore, the slope of the trend of corrected time series is smaller than that for the uncorrected time series. In the opposite situation with negative biases (i.e. $P_{\text{RCM}} < P_{\text{Obs}}$), the values of parameter $b$ are higher than 1, and as a result the corrected slope is higher than the uncorrected one.

In the case of precipitation time series, the values of these series are non-negative; therefore, the values of parameter $b$ (Eq. 3) are also non-negative. These considerations lead to the conclusion that the application of bias correction does not change the sign of estimated trend, but its slope may be changed. Due to changes in slope, the number of grid cells with a statistically significant trend in the sums of precipitation may also change.
Figure 13. Trends in the SPI 12. Colour scale denotes the slope of the estimated linear trend. White areas indicate the lack of statistically significant trend.

The bias correction also influences the trends in the SPI values, however to a much smaller degree. The SPI is calculated by a non-linear transformation of the precipitation time series from a gamma distribution into a standard normal distribution. An example of such relationship between monthly sum of precipitation and SPI 1 values for DMI HIRHAM ARPEGE model simulations for one grid cell located close to Białystok is presented in Fig. 14. In each case (month) two such curves are presented. The red and black curves denote the relationship for uncorrected and corrected variables, respectively.

Figure 14 shows that quite large changes in precipitation are transformed into small changes in the SPI 1 values. The transformation is monotonic; hence, the direction of changes (trends) in precipitation is reflected in changes of SPI. However, due to the shape of the transformation these changes are
The Spearman correlation coefficient (SCC) varies from 0 up to 0.7954 with differences between months and models. The deviation from zero of the SCC values quantifies the influence of additional effects that include the non-linearity of the bias correction function and uncertainty in probability distribution of observed and simulated aggregated precipitation.

4 Discussion and conclusions

Potential future trends in the SPI index over the period 1971–2099 have been analysed using a modified Mann–Kendall test applied to precipitation time series derived from six ENSEMBLE RCM projections. Monthly precipitation time-series have been used for the estimation of standardized precipitation index (SPI) for multiple timescales (1, 3, 6, 12, and 24 months) at a spatial resolution of 25 km for the whole country. In the first stage, the simulated monthly sums of precipitation for the reference period (1971–2000) were compared with observed sums derived on the basis of the E-OBS reanalysis for the same period. We also compared those simulations with bias corrected precipitation time series. Results indicate that the uncorrected RCM time series overestimate the total number of wet days indicated that uncorrected RCM precipitation time series highly overestimate the total number of rainy days, as has been previously well established (Sunyer

![Figure 14. The scatter plots showing relationship between monthly sum of precipitation and estimated SPI 1 values for one grid cell located close to Białystok (NE Poland) for DMI HIRHAM ARPEGE model. The colour denotes type of data used, red colour – uncorrected precipitation and SPI 1, black corrected ones.](image-url)
et al., 2015). Application of bias correction using the quantile mapping method leads to improved precipitation values with respect to the seasonal pattern of precipitation, monthly total precipitation and the number of wet days, when compared with observed values.

For the estimation of trends in the SPI, we used a modified Mann–Kendall trend test for the SPI time series for each grid cell, each climate model and multiple temporal aggregations (1, 3, 6, 12, and 24 months). The choice of this approach was dictated by its relative simplicity and robustness. Projections of SPI values indicate a decrease in the degree of dryness (better water availability) during the winter months and an increase in the summer period (more water scarcity) that confirm findings by Bleckinsop and Fowler (2007), Liszewska et al. (2012), Osuch et al. (2012), Rimkus et al. (2012), and Stagge et al. (2015b). The outcomes for longer timescales (SPI 12 and SPI 24) indicate an increasing trend in an ensemble SPI 12 (similarly to Orlowsky and Seneviratne, 2013) and considerable inter-model variability on regional and local scales. The ARPEGE GCM-driven RCM projections show a decrease of the SPI 12 and the SPI 24, whilst the other GCM-driven RCMs show an increase in the SPIs, corresponding to wetter conditions. These results confirm the general findings of Bleckinsop and Fowler (2007) showing considerable differences between climate model simulations. In general, our study also confirms the results of Stagge et al. (2015b) with some differences due to different climate models, emission scenarios and change estimation methods applied. In particular, our selection of climate models shows larger differences between climatic projections.

Our results indicate that the spatial pattern of the trend depends on the climate model, the temporal aggregation considered and, to some extent, whether or not bias correction is applied. Differences between the climate model projections were found to be larger than the discrepancies introduced by bias correction for all aggregation scales (1, 3, 6, 12, and 24 months). These results contradict findings of Maurer and Pierce (2014) where uncertainty introduced by bias correction was found to be larger than the differences between climate models. This could reflect differences between the study areas, as precipitation projections for Poland are not consistent between the different climate models. We also noticed that results from the same GCM, but different RCMs, are characterized by similar patterns of change, although this behaviour occurs only at some temporal scales and seasons.
Table 3. Estimated values of Pearson correlation coefficient between raw and corrected SPI time series for six climate models. A minimum value over all grid cells is shown.

<table>
<thead>
<tr>
<th>Index</th>
<th>GCM</th>
<th>ARPEGE</th>
<th>ECHAM5</th>
<th>BCM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RCM</td>
<td>DMI HIRHAM</td>
<td>RM51</td>
<td>MPI REMO</td>
</tr>
<tr>
<td>Jan</td>
<td>0.9002</td>
<td>0.9043</td>
<td>0.9434</td>
<td>0.9391</td>
</tr>
<tr>
<td>Feb</td>
<td>0.8718</td>
<td>0.9104</td>
<td>0.9055</td>
<td>0.9252</td>
</tr>
<tr>
<td>Mar</td>
<td>0.9452</td>
<td>0.9341</td>
<td>0.9502</td>
<td>0.9396</td>
</tr>
<tr>
<td>Apr</td>
<td>0.9436</td>
<td>0.8964</td>
<td>0.9638</td>
<td>0.9589</td>
</tr>
<tr>
<td>May</td>
<td>0.9490</td>
<td>0.8897</td>
<td>0.9343</td>
<td>0.9680</td>
</tr>
<tr>
<td>Jun</td>
<td>0.9728</td>
<td>0.8544</td>
<td>0.9688</td>
<td>0.9551</td>
</tr>
<tr>
<td>Jul</td>
<td>0.9749</td>
<td>0.9368</td>
<td>0.9440</td>
<td>0.9573</td>
</tr>
<tr>
<td>Aug</td>
<td>0.8200</td>
<td>0.9513</td>
<td>0.9436</td>
<td>0.9207</td>
</tr>
<tr>
<td>Sep</td>
<td>0.8064</td>
<td>0.9730</td>
<td>0.9728</td>
<td>0.9698</td>
</tr>
<tr>
<td>Oct</td>
<td>0.9601</td>
<td>0.9386</td>
<td>0.9666</td>
<td>0.9529</td>
</tr>
<tr>
<td>Nov</td>
<td>0.9364</td>
<td>0.9592</td>
<td>0.9619</td>
<td>0.9591</td>
</tr>
<tr>
<td>Dec</td>
<td>0.9103</td>
<td>0.9492</td>
<td>0.9687</td>
<td>0.9721</td>
</tr>
<tr>
<td>DJF</td>
<td>0.8679</td>
<td>0.9344</td>
<td>0.9580</td>
<td>0.9588</td>
</tr>
<tr>
<td>MAM</td>
<td>0.9171</td>
<td>0.8450</td>
<td>0.9544</td>
<td>0.9542</td>
</tr>
<tr>
<td>JJA</td>
<td>0.9736</td>
<td>0.9105</td>
<td>0.9436</td>
<td>0.9664</td>
</tr>
<tr>
<td>SON</td>
<td>0.8758</td>
<td>0.9429</td>
<td>0.9462</td>
<td>0.9508</td>
</tr>
<tr>
<td>SPI 3</td>
<td>Nov–Apr</td>
<td>0.9014</td>
<td>0.9348</td>
<td>0.9534</td>
</tr>
<tr>
<td></td>
<td>May–Oct</td>
<td>0.9077</td>
<td>0.9077</td>
<td>0.9369</td>
</tr>
<tr>
<td>SPI 6</td>
<td>Calendar year</td>
<td>0.8522</td>
<td>0.8840</td>
<td>0.9450</td>
</tr>
<tr>
<td>SPI 12</td>
<td>Two calendar years</td>
<td>0.8651</td>
<td>0.9029</td>
<td>0.9411</td>
</tr>
</tbody>
</table>

An analysis of the impact of bias correction on the trends in SPI values was carried out in two steps: (i) an assessment of the effects of bias correction on the trend of aggregated precipitation and (ii) an assessment of the effect of that trend on the SPI values. The results of the analysis indicate that bias correction may change the magnitude of the trend in precipitation values but not its direction. These changes vary throughout the year and between climate models, but spatial patterns showing areas with a statistically significant trend are preserved. These findings are confirmed by a theoretical investigation of the influence of bias correction on trends in precipitation using a simple example of a linear bias correction procedure. In that case the slope of the trend of the corrected precipitation time series is influenced by the parameters of the power relationship between uncorrected and corrected precipitation values in the reference period.

Where the SPI values are concerned, the influence of the bias correction has a similar character but are much reduced in comparison with precipitation due to the normalization procedure included in both the bias correction and the SPI definition. The analysis of correlation between the SPI values based on corrected and uncorrected precipitation indicates nearly a one-to-one relationship between them. However, that correlation decreases when the relative differences between corrected and uncorrected precipitation increase.

The differences between SPI values for bias-corrected and raw precipitation projections depend on the month and climate model. Those monthly differences are consistent with the bias correction parameters (Eq. 3). The largest differences occur for months when the bias correction is the strongest. In reality, additional factors have an effect on the trends in the SPI that include the non-linearity of the bias correction function and uncertainty in the probability distribution of observed and simulated precipitation totals. Further analyses of an influence of bias correction on trends in hydro-meteorological variables are recommended.

The Supplement related to this article is available online at doi:10.5194/hess-20-1947-2016-supplement.
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